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Semi-supervised Mesh Segmentation and Labeling by Lv et al., 2012



Task:
Break a shape into meaningful pieces.

https://doc.cgal.org/latest/Surface_mesh_segmentation/index.html



Many Applications

https://en.wikipedia.org/wiki/K-means_clustering 
http://liris.cnrs.fr/christian.wolf/graphics/anr-madras.png  
http://people.cs.umass.edu/~kalo/papers/LabelMeshes/



Task:
Break a shape into meaningful pieces.

https://doc.cgal.org/latest/Surface_mesh_segmentation/index.html

???



What’s meaningful?

• Semantically?
• Flat/Developable?

• Convex?
• Voronoi-like?

http://www.cs.rug.nl/svcg/Shapes/PDE



What’s meaningful?

• Semantically?
• Flat/Developable?

• Convex?
• Voronoi-like?

https://github.com/kmammou/v-hacd



Related: zippables



Semantic
Modeling new chairs using parts from old ones

Learning 3D Mesh Segmentation and Labeling by  Evangelos Kalogerakis et al., ACM TOG 2010



k-means clustering

https://upload.wikimedia.org/wikipedia/commons/d/d2/K_Means_Example_Step_4.svg



k-means clustering

https://upload.wikimedia.org/wikipedia/commons/d/d2/K_Means_Example_Step_4.svg

NP-hard for variable 𝑘𝑘
is a even on a plane

𝑂𝑂 𝑆𝑆𝑖𝑖 𝑑𝑑 𝑘𝑘+1 , if 𝑘𝑘 is fixed



Lloyd iterations
‘the’ k-means algorithms

• Initialization?
• Assignment step (S)

𝑆𝑆𝑖𝑖 ← {𝑥𝑥: 𝑥𝑥 − 𝜇𝜇𝑖𝑖 ≤ 𝑥𝑥 − 𝜇𝜇𝑗𝑗 ∀𝑗𝑗}

• Update step (𝝁𝝁)
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Voronoi Diagrams

Georgy Voronoi
Георгий Феодосьевич Вороной

1868-1908 



Example



Lloyd Iterations
for segmentation

Initialization: select random triangles = seeds
1. Grow charts around seeds greedily
2. Find new seed for each chart

– E.g. centroid
3. Repeat

[Cohen Steiner et al  ‘04]



Application to Color Space

http://cs.nyu.edu/~dsontag/courses/ml12/slides/lecture14.pdf



Dependence on Initial Guess

Bug … or feature?
“Randomized Cuts for 3D Mesh Analysis.” 

Golovinskiy and Funkhouser; SIGGRAPH Asia 2008

• Initialize K segment seeds, iterate:
• Assign faces to closest seed
• Move seed to cluster center

• Randomization: random initial seeds



Dependence on Initial Guess

Bug … or feature?
“Randomized Cuts for 3D Mesh Analysis.” 

Golovinskiy and Funkhouser; SIGGRAPH Asia 2008



Issue:  Choice of k

“Gap statistic”



On a surface?

https://upload.wikimedia.org/wikipedia/commons/d/d2/K_Means_Example_Step_4.svg



Can Apply to Features

“Laplace-Beltrami Eigenfunctions for Deformation Invariant
Shape Representation.” 

Rustamov; SGP 2007



Geometry of k-Means

• Assignment step
– Assign point to its closest cluster 

center

• Update step
– Average all points in a cluster

Doesn’t have to be Euclidean



Geometry of k-Means

• Assignment step
– Assign point to its closest cluster 

center

• Update step
– Average all points in a cluster

In a metric space



Fréchet Mean

“Fréchet variance”

On the board:
Generalizes Euclidean notation of “mean.”



Extension to Regions on a Surface

“Variational Shape Approximation.”
Cohen-Steiner, Alliez, and Desbrun; SIGGRAPH 2004

Alternate between

1. Fitting primitive 
parameters

2. Assign points to 
patches



k-Medioids

• Assignment step
– Assign point to its closest cluster 

center

• Update step
– Replace cluster center with most 

central data point

When Fréchet means won’t work



Related Technique

Region growing algorithm
“Segmentation and Shape Extraction of 3D Boundary Meshes.” 

Shamir; EG STAR 2006.



Example Task

Clustering shapes?
https://ps.is.tuebingen.mpg.de/research_projects/3d-mesh-registration



Gromov-Hausdorff Distance
Distance between metric spaces X, Y

Best map Worst 
distortion



Gromov-Hausdorff Clustering



Agglomerative Clustering

Merge from the bottom up
https://upload.wikimedia.org/wikipedia/commons/a/ad/Hierarchical_clustering_simple_diagram.svg



Agglomerative Clustering in 
Geometry

Fit a primitive and measure 

“Hierarchical mesh segmentation based on fitting primitives.” 
Attene, Falcidieno, and Spagnuolo; The Visual Computer 2006



Typical Features

“Segmentation and Shape Extraction of 3D Boundary Meshes.” 
Shamir; EG STAR 2006.



Additional Desirable Properties

“Segmentation and Shape Extraction of 3D Boundary Meshes.” 
Shamir; EG STAR 2006.

via Q. Huang, Stanford CS 468, 2012



Issue So Far

No notion of optimality.

No use of 
local relationships.



Spectral Clustering
http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture16.pdf

• Rough notion of optimality
• Assembles local relationships



Normalized Cuts for Two Cuts

“Normalized Cuts and Image Segmentation.” 
Shi and Malik; PAMI 2000



Normalized Cuts

On the board:



Eigenvalue Problem

On the board:
• Relaxation of normalized cuts

• Eigenvalue problem



Example on kNN Graph

http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture16.pdf



For ≥ 𝟐𝟐 Clusters

• Recursive bi-partitioning (Hagen et al. 
1991)
– Analogy:  Agglomerative clustering
– Potentially slow/unstable

• Cluster multiple eigenvectors
– Analogy:  k-means after dimension reduction
– More popular appraoch

http://cs.nyu.edu/~dsontag/courses/ml13/slides/lecture16.pdf



Second-Smallest Eigenvector

Fiedler vector (“algebraic connectivity”)



Back to the Laplacian



Nodal domain
A connected region 
where a Laplacian 
eigenfunction has 
constant sign



Courant’s Theorem

The k-th Laplacian eigenfunction has 
at most k nodal domains.

https://i.stack.imgur.com/JJIFP.png



Issue

Inconsistent!
Image courtesy Q. Huang



What’s meaningful?

• Semantically?
• Flat/Developable?

• Convex?
• Voronoi-like?

http://www.cs.rug.nl/svcg/Shapes/PDE



Obvious Counterexample

Shape provides only a clue

http://www.erflow.eu/brain-segmentation-science-case



Supervised Learning

Use example data to help
“Learning 3D Mesh Segmentation and Labeling.” 

Kalogerakis, Hertzmann, and Singh; SIGGRAPH 2010



Conditional Random Field

Input Mesh Labeled Mesh

Head

Neck
Torso
Leg
Tail

Ear

Unary 
descriptor term

Binary label 
compatibility term



Before Someone Asks
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