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Abstract
Membership Query Synthesis (MQS) is an active learning paradigm in which one labels generated

artificial examples instead of genuine ones to extend a dataset. Despite prodigious advances in the
power of generative models, an essential component of MQS, the field stays severely under-studied,
especially in the textual domain. We found only one other paper, which selects examples in a latent
space close to the decision boundary and shows good results on a curated dataset of short sentences. We
show that this performs poorly when used on a real dataset. We propose and report better results than
random selection of unlabelled genuine data with random generation of artificial data from a variational
auto-encoder coupled with a simple set of filtering mechanisms. This provides an improvement of
31.1% over the previous MQS state-of-the-art on the SST-2 dataset, and of 2.7% over random active
learning. To the best of our knowledge, this is the first time MQS is reported to work on a textual task
with no constraint on the size of the input sentences.
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1. Introduction

With the increasing power of deep neural networks and the consequent demand for large datasets,
data acquisition has become a central issue in modern machine learning [1]. However, data can be
costly to acquire [2], especially when considering specialized data such as medical ones [3] or rare
languages for machine translation [4]. To alleviate this problem, solutions have been proposed to
create good performing models with minimal or no annotated training material, such as unsupervised
learning [5], semi-supervised learning [6], or active learning [7]. In this paper, we take a close look
at active learning, and more specifically at a subset of it called membership query synthesis (MQS).

Active learning (AL) is a learning paradigm in which the data points are manually labelled as the
algorithm is training, by selecting at each iteration the most likely relevant data points to annotate.
It is generally categorized in three broad families of techniques: pool-based AL in which one has
access to a pool of unlabelled data, stream-based AL where one receives data points one at the time
and must decide to annotate them or not, and MQS in which one generates the most informative
examples to annotate. MQS is of great theoretical interest since it allows a full exploration of the
classification space, while active learning is restricted to the unlabelled data distribution, which
may be biased or fail to cover adequately the input space [8]. Due to the current limitations of
generative models and therefore the lesser quality of sentences when compared to genuine ones, we
do not expect MQS to beat pool-based AL. We include it in this paper as an upper bound on the
performance of MQS.

Because of the difficulty of implementing a MQS system (see Section 2), as well as the limits
imposed by the generative models, there have been few studies on MQS, especially on textual data.
In fact, positive results have so far been reported only on a curated dataset where long sentences
(longer than 15 words) were removed, and additional data was added from other datasets [9]. We
show in this paper that previous state-of-the-art on MQS for sentence classification does not work
well when limitations on the maximal length of the sentences are removed and no additional data
is added, a situation which rarely fits the annotation scenario in the real world. In this paper, we
propose a simple random sampling strategy coupled with some filtering of the generated examples.
We show that our MQS systems work as well as a naive random pool-based AL system (and in some
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case surpasses it), thus establishing a new state-of-the-art in MQS for sentence classification. We
overall test three generators, namely a variational auto-encoder (VAE), a conditional VAE (CVAE),
and a semi-supervised VAE (SSVAE), with various seed sizes of the labelled dataset and multiples
strategies for selecting the next point to label. Our contributions are:

(1) Showing that MQS on a realistic textual classification task works,
(2) Showing that MQS on textual data can work better than random pool-based AL,
(3) Providing a new state-of-the-art on textual MQS,
(4) Providing analysis and ideas for the future of the field.

The paper is organized as follows. In section 2, we describe MQS and the related works. We
present the VAE model, which is central to our work, in section 3. Then, sections 4 and 5 present
the experimental protocol and the results. Finally, we analyze our results in section 6 and conclude
in section 7.

2. Membership Query Synthesis and Related Work

In pool-based AL, we have an unlabelled dataset U and a labelled one L in a feature space X , as
well as a classifier F : X → Y trained iteratively, where at each iteration we want to select from U
the most informative instances to label and transfer them to L.1 The challenge of pool-based AL is to
correctly define what "most informative" means, which often is defined based on point distribution
in X [12] or as a lack of confidence of the classifier F [13]. In simpler terms, the goal is to select
from an unlabelled set of data the fewest number of examples to annotate in order to maximize the
performance of the classifier. In a real world application, a human labeller (or oracle) O labels the
examples, but in experiments, this is most often bypassed by using an already labelled dataset and
"hiding" the labels until the example is selected to be added to L.

MQS is a variation of that idea where, instead of selecting the most informative examples from
U , one picks the most informative points in X to label. This implies a generator G which transforms
points from the feature space X into readable data, and which is trained on all unlabelled data U .
This also implies that we need a labeller or oracle O, since newly generated points do not come with
a label. For experimentation, however, the oracle can be replaced by a classifier [14]. Two more
important things that need to be taken care of are when to stop, and how many initial labelled data
to use, which we denote as the seed. The seed is used to help the selection algorithm select the next
points, and the stopping point is used to objectively compare several algorithms. In this paper, we
use a labelling budget of 500, which includes the initial labelled data. This means that once we have
labelled 500 data, we stop and train the model.

Because of the constraint that we need to be able to pick any points from X to label, most MQS
systems introduce a continuous latent space z from which points are transformed into readable data.
Overall, a MQS system totals five components, namely the generator (composed of the encoder and
the decoder), the selector, the classifier (the model we want to train), and the labeller, as shown in
Figure 1. Some algorithms modify slightly this pipeline. For example, the authors of [15] use a
GAN on MNIST and CIFAR-10 for MQS, therefore not relying on an encoder. To find which points
to label, they solve an optimization problem, projecting the decision boundary in the latent space
and finding points near this decision boundary.

1We focus here on classification, but active learning systems have also been developed for other kinds of tasks, such as
NER [10] or machine translation [11].
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Figure 1. A typical MQS pipeline. The selector picks the next point to label based on the distribution
of the dataset in the latent space z. The decoder transforms that point into a readable sentence, which
is labelled by the labeller. Because generated examples are often of lower quality than genuine ones,
we do not use the generated sentences for bootstrapping the generator and only use them to train the
classifier.

As mentioned, MQS for textual data has been less studied due in part to the limits of the genera-
tive models for text. The authors of [16] present a MQS algorithm, but they use it as pool-based AL
method by labelling the closest point in U instead of the selected point. We denote this algorithm
DB, or decision boundary.

The DB algorithm starts by finding a pair of points (one of each class) that should be close to the
boundary decision. To do so, points at mid-distance of the centroids of the two classes are queried
for a fix number of iterations, adding the new points to L and moving the centroids closer to the
boundary decision every time. Then, starting with the two last points of opposite classes found
(x+, x−), it iteratively: 1- generates a vector of magnitude λ midperpendicular to the two points,
2- queries this point to obtain its class yi, 3- replaces the point of the class yi in the pair (x+, x−)
by this new point. This has the effect of moving along the boundary decision, sampling along both
sides. The algorithm, illustrated in Figure 2, is stopped when the labelling budget is reached. In [16]
they use the active version of the algorithm on several medical datasets, as well as binary versions
of MNIST, and show an improvement when compared to other active learning algorithms.

The authors of [9] use the MQS version of the algorithm for directly generating and labelling
the selected point, on a curated dataset of sentiment classification composed of short sentences
(less than 15 words) from SAR14 and SST-2. They compare to random selection and two pool-
based AL techniques (random sampling and least confidence), and report that both MQS techniques
outperform AL when comparing the annotation cost. This is however a fairly unrealistic assumption
in practice. For example, if we look only at the SST-2 dataset, we find that the average length of
sentences when split by white spaces is 19.3, showing that the findings of [9] wouldn’t necessarily
apply to the full dataset.

The only other work we have found on textual MQS is the one of [14], where sentences are
edited to perturb the examples and create new ones. To do so, words are replaced by semantically
near substitutes, and these sentences are then labelled to see if the replacement made them change
the class. While it is technically MQS, we do not compare ourselves to it in our work because
the focus is not on how to best select and create a dataset from a continuous space, but rather on
generating new examples when the pool of unlabelled data is very small.

3. Variational auto encoders

VAEs are stochastic auto-encoders composed of two components: an encoder qϕ(z|x) and a
decoder pθ(x|z). Both are represented using neural networks, with the last layer of the encoder
predicting the parameters of the distribution associated with z, often the µ and σ of a diagonal
Gaussian. While training, we sample from the distribution N (µ, σ) using the reparametrization
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Figure 2. Selection of the next point in the latent space to transform into a sentence. The algorithm
goes along the boundary decision. In [9], the point is directly queried. In [16], the nearest neighbour
is queried. Image from [16].

trick [17], which samples from z = µ + σϵ, where ϵ ∼ N (0,1). This allows the gradient to flow
back through the sampling step and to the encoder, while keeping the expectation and variance of z
the same as if sampled directly. The training objective is the Evidence Lower Bound (ELBO), which
is a combination of the reconstruction loss and of the KL divergence between the posterior of q and
the prior.

L = Eqϕ(z|x)[log pθ(x|z)]−DKL(qϕ(z|x)||p(z)) (3.1)
The adaptation of the VAE for textual generation consists in the use of a RNN for both the encoder

and the decoder, but that comes with its own challenges [18]. The main problem is that a powerful
decoder makes it easy for the VAE to collapse the latent distribution to a single point, effectively
ignoring the information from the latent space. Two standard solutions to this are annealing the
strength of the KL divergence in the ELBO from 0 to 1, as well as using word dropout on the decoder.
The first one allows the decoder to learn to rely on the latent space before we start forcing our prior
on it, and the second one forces the decoder to use the information from the latent distribution for
predicting words that are masked. While these two solutions are the ones used in our paper, many
more have been developed [19] and should be explored. A simple modification to this framework
is the CVAE [20], where we model instead p(x|z, c), conditioning on the class of the sentence (in
our case positive/negative). Finally, we present a SSVAE, inspired by [21], which is a variation of
the CVAE where the class is not hard, but a distribution computed by a classifier. In [21] and in
traditional SSVAEs, the real label is given if available, and the label predicted by a classifier is used
otherwise. However, here we want our generator to learn to generate given the confidence of the
classifier, so we always feed it the probability distribution instead.

4. Experimental Protocol

In this section, we present the protocol and systems we use for our experiments. As mentioned,
the MQS pipeline contains five components, namely the generator (composed of the encoder and of
the decoder), the selector, the classifier, and the labeller.

The selector is the algorithm in charge of selecting the next point to generate in the latent space.
We test three selection algorithms: RANDOM (select randomly from the prior), DB (decision bound-
ary - algorithm from [9], only for the VAE), and CONFIDENCE (generates examples that have low
confidence for the classifier, only for the SSVAE). We report the hyperparameters used for the vari-
ational algorithms in Table 1.

We classify using BERT [22], and more specifically bert-small, which we finetune for 4 epochs
on L once the dataset is assembled. For the SSVAE, since it uses the classifier, we finetune it anew at
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x0 15
k 0.0025

Batch Size 64
Latent Size 512
Hidden Size 512
Nb Epoch 30
Dropout 0.3

Word dropout 0.6
Nb layers GRU 1

Table 1. Hyperparameters used for the variational algorithms. We use a sigmoid function to anneal
the KL divergence, with x0 referring to the number of epochs where the KL strength is 0.5, and k

controlling the strength of the slope.

each of the 4 iterations, and once more at the end. That way, each method is evaluated in a uniform
way with 4 epochs of finetuning.

Because labelling becomes rapidly expensive when running experiments, we replace what would
normally be a human by a classifier, as was done in [14]. We pick BERT due to the excellent
performances it has shown in recent years, but in order to get it closer to human performance, we
fine-tune it on all labelled data from both the train and test set. In Section 6, we consider the
difference this makes vs both human performance and a BERT trained only on the training set. We
denote this BERT-FULL to differentiate it from the BERT classifier, which has only access to L.

We get a human/BERT-FULL agreement of 92% when testing on 100 sentences generated by the
SSVAE, which means we are here in a case of noisy labelling. Since we want to discard examples
that are neither positive nor negative, we filter out examples that have under 70% (threshold found
experimentally) of certitude by the labeller, but still count those in the labelling budget. This would
correspond to a situation where the human labelling the dataset would look at the sentence and reject
it because of its bad quality. We furthermore apply a filter that checks if the generated example is
already in the labelled dataset, in which case it is not presented to the labeller and not counted in the
labelling budget.

We use the SST-2 dataset [23], which is a sentiment classification dataset of movie reviews.
The dataset is composed of 6920 training examples averaging 19.3 words each, with 3610 positive
examples, the rest being negative. We conduct three sets of experiments with different seed sizes:
10, 50, and 100.

5. Results

In Table 2, we show the results of our experiments with the various generators and selection
strategies, averaged over six runs and with different random seeds and initial data points. We run
two baselines: BERT fine-tuned with only the seed, without annotating any further data, as well
as random sampling with a simple auto-encoder (AE). We also compare ourselves to two active
learning baselines, which provide an experimental upper bound on the results. As mentioned, we
do not hope to surpass the active learning algorithms, since the quality of the sentences generated
by our VAEs is limited when compared to genuine sentences. We use random sampling as well as
confidence active learning, even if the last one has been shown to be somewhat ineffective with deep
neural networks and batch samplings [7].

Unsurprisingly, all algorithms outperform the baseline. Surprisingly, most perform as well as the
active learning strategies, which we established as our upper bound on the performance. We further-
more see a clear difference between the algorithms that perform poorly (AE, VAE-BD, CVAE) and
the ones that perform well (VAE-Random, SSVAE-Random, SSVAE-Confidence). However, due to
the high standard deviation, it is hard to establish with certainty which performs best. This standard
deviation is unfortunately a natural result of several random choices during the training, including
the initial sampling of L and the randomness of the initialization of the classifier layer of BERT. It
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Algorithm 1 Membership Query Synthesis algorithm for the VAE. For the CVAE, the generator
would be trained only on L (line 7). For the SSVAE, the line 6 to 14 would be encased in a loop of 4
iterations which would also include the fine-tuning of a classifier, and we would generate a quarter
of the examples at each iteration.

1: procedure MEMBERSHIP QUERY SYNTHESIS(L, U):
2: Budget← 500− |L| ▷ L contains [10, 50, 100] randomly selected examples
3: Classifier← BERT
4: Labeller← BERT-FULL ▷ Labeller is already fine-tuned on train+test
5: Generator← VAE
6: Generator.train(U + L)
7: while Budget>0 do
8: example← Generator.generate()
9: label, confidence← Labeller.label(example)

10: if example in L then
11: Continue
12: else if confidence>0.7 then
13: L.append(example, label)
14: Budget← Budget− 1

15: Classifier.finetune(L)

is also interesting to note that the SSVAE seems to have a lower standard deviation than the VAE,
maybe due to the interplay between the classifier and the generator, which may help stabilize the
system.

10 50 100
Baseline 52.1 (2.1) 53.2 (3.0) 61.6 (2.6)

AE- RANDOM 70.1 (7.4) 75.6 (4.4) 73.5 (6.7)

Random AL 82.5 (1.6) 82.6 (2.3) 82.5 (2.6)
Confidence AL 83.8 (2.1) 80.9 (2.2) 84.7 (1.4)

VAE- RANDOM 82.2 (4.7) 82.5 (4.3) 84.7 (4.1)
VAE- DB 50.8 (3.6) 58.5 (4.1) 65.1 (5.4)

CVAE- RANDOM 51.2 (0.9) 54.5 (4.5) 60.3 (2.6)
SSVAE- RANDOM 83.4 (2.3) 81.9 (2.8) 82.1 (1.0)

SSVAE- CONFIDENCE 81.3 (2.8) 82.0 (1.2) 82.1 (3.5)

Table 2. Results for three seed sizes and a total annotation budget of 500. In parentheses are the
standard deviations calculated through six runs. Bold figures indicate the best performance among the
MQS variants, while underlined scores are the best ones overall.

We show in Table 3 positive and negative sentences as labelled by BERT-FULL, for each algo-
rithm and with a seed size of 100. We can see that both the VAE and SSVAE generates sentences
of a similar quality, while the CVAE generates sentences of poor quality. In the next section we
analyze results for all three algorithms.

6. Analysis

6.1. Performance and limits of the generators

VAE The VAE performs well when random sampling is used, but poorly when the boundary
decision strategy is used. This is because, as shown by Figure 3, the VAE does not consider the class
when organizing its latent space, instead focussing on other factors, such as the length of the sentence
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Algorithm Generated sentence Polarity

VAE
an authentic and deeply felt work of the worst kind of an artist . Positive
the movie is a desperate miscalculation . Negative

CVAE
it ’ s , and it ’ s , and it ’ s , and it ’ s , and it ’ s , and it ’ s , and it ’ s ,
and it ’ s , and it ’ s , and it ’ s , and it ’ s , and it ’ s , and

Positive

a waste . Negative

SSVAE
as the director ’ s most refreshing and most likeable , the film is a smart
, unforced intimacy .

Positive

in all the way , it ’ s just tediously bad . Negative

Table 3. Examples of generated sentences for a seed size of 100 as well as the polarity as determined
by the labeller.

Figure 3. T-SNE visualization of the dataset encoded in the latent space of the VAE. We can see that
it doesn’t make a distinction between positive examples (red) and negative ones (blue), focussing on
other characteristics of the input sentences instead.

or the words themselves2. This lack of disentanglement is a known issue in the literature, especially
for textual VAE [24]. Nevertheless, we can see from Figure 4 that the VAE is trained correctly, and
that interpolating between two random points in the latent space produces an interpolation between
the two corresponding sentences. One interesting thing to explore in future work is the use of
disentangled VAE, which could help with the class-separation issue in the latent space.

CVAE The CVAE performs poorly due to a lack of data. As a sanity check that it works correctly,
we train it on all data, generate 500 examples of each class, and pass them through the labeller to
verify that they are of the correct class. Doing so, we observe that with enough data it generates
correctly from the given class 83% of the time, but with the limited data we use, it suffers from
KL-collapse and cannot efficiently learn to generate from the latent space.

1 enriched about a devastating indictment of unbridled greed and materalism .
2 enriched , a warm and moving film that is part of the fun .
3 made a devastating , sobering film that is not always a fun .
4 a smart , funny and frequently funny film that is not in the first part .
5 a smart , sassy and exceptionally charming that is funny .

Figure 4. Interpolation between two random points (1 and 5) in the latent space for the VAE.

2We attempted several combinations of hyperparameters, but no matter what we were unable to make the VAE learn to
separate classes in the latent space.
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Figure 5. Distribution of the confidence of BERT for the training examples when trained with 100
labelled examples.

SSVAE Similarly to the CVAE, we want to check that our SSVAE learns correctly. When all
labelled data is used, we reach an agreement of 76.2%3. Thus, we believe that the reason for which
SSVAE-confidence does not work better than SSVAE-random is because while it learns to generate
sentences according to the confidence of the classifier, our BERT classifier has a tendency to be
overconfident in its predictions.

In fact, if we check the confidence of BERT predictions over the whole dataset, as shown in
Figure 5, we can see that there are very few examples for which BERT is uncertain about. This has
the unfortunate effect that the SSVAE rarely sees examples for which BERT is not very confident,
and therefore when we attempt to generate those examples, the SSVAE does not know what to do.
We attempted to weaken the classifier by lowering the number of training epochs at each of the
four iterations, so it would be less confident in its predictions, but that worsened considerably the
performance4. Another solution we attempted was to introduce a secondary classifier (a logistic
regression based on TF-IDF), to give the probability distribution to the SSVAE instead of BERT.
This did not improve the performance much5, most likely because what is important to the logistic
regression may not be what is important for BERT. Finally, there are several techniques that attempt
to calibrate the confidence of the network so that it matches the accuracy [25], any of which could
help the SSVAE see more uncertain examples.

6.2. Seed size and labelling budget

Until now, we have considered a fixed labelling budget of 500 for all our experiments, which
allowed us to compare efficiently the various algorithms. We have also experimented with three
seed sizes, namely 10, 50, and 100, but with a large labelling budget that drowned out the genuine
examples in artificial ones. In this section, however, we consider and analyze various seed sizes as
well as various labelling budgets.

Figure 6 shows the results of our experiments, for a random selection of the latent space of
the VAE. We observe that it is very difficult to determine which version works consistently better,
especially considering the high standard deviation. It is not surprising that the seed size has no
impact on the final performance, given that we use random selection which doesn’t use the seed to

3We classify it this time with the classifier and not the labeller, since the goal of the SSVAE is to learn to generate data
according to the confidence of the classifier.
4Reducing the number of epoch of the classifier to 2, we obtained 79.4%, 81.4%, and 79.8% on the three seed sizes.
5Using a logistic regression as a secondary classifier, we obtain 82.1%, 80.4%, and 82.7% on the three seed sizes.
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start the MQS process, but it does show that no matter how big the labelling budget and how many
new generated sentences we add, they stay as informative as genuine ones.

Figure 6. Accuracy vs labelling budget for various seed sizes. When the labelling budget is smaller
than the seed, we randomly sample from it, which corresponds in that case to random active learning.
Each point is the average over six experiments with the given seed size and labelling budget.

Another interesting case is the use of MQS to extend the training set after its initial collection.
It has been shown on text that data augmentation can be inefficient when the size of the dataset is
large enough [26], so MQS could be an alternative solution for that. Running experiments with the
full dataset as the seed and adding 150006 examples, we obtain an accuracy of 91.0%. When we
train BERT on the seed only, we obtain 90.5%. While the MQS gain may seem small, especially
considering the human labelling cost in a real setting, there are many domains where even a small
augmentation is worth the cost, such as medical diagnostics. As a point of comparison, we use
EDA [27], a popular data augmentation technique for sentences based on word edition (substitutions,
swapping, insertion, and deletions of words) to generate 15000 new data points, and we obtain
89.7%, showing that it is definitively not an ideal solution for large datasets.

Finally, our experiments raise the question of what proportion of the generated examples are
identical to examples present in U . Taking 5000 generated examples, we find only 50 that are
present in U . They correspond to very short sentences, averaging 5.4 words. Examples include
"thumbs down .", "there is greatness here .", and "... bibbidy-bobbidi-bland .".

6.3. Limits of BERT as a labeller

While we reached a 92% human / BERT-FULL agreement with the SSVAE, the decrease of
performance while using the CVAE highlights some shortcomings of replacing the human labeller
with a BERT system, namely that it has a tendency to label examples that are unintelligible with
high confidence, such as a repetition of ", and", which gets labelled as positive.

As a final sanity check, we run one experiment using 100 initial examples, a total budget of
500, the VAE, and a random sampling, and compare the performance of a BERT-FULL, a human
labeller, and a BERT fine-tuned only on the training set. With a human labeller, we get a performance
of 86.5%, while using BERT-FULL on the same sentences gives a performance of 82.5%. Finally,
using BERT fine-tuned only on the training set as a labeller gives a performance of 80.0%. That
implies that the performances we report in Table 2 are probably underestimated, and that the real

6Because of the diminishing return obtained by adding new examples as the dataset size grows, we chose to add a lot of new
data, more than tripling the size of it.
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performance of MQS is better than random pool-based AL. While we only use random sampling of
the latent space, this is most likely due to the fact that the generated examples are "more difficult",
since they are less grammatically sound than examples produced by a human, which provides a sort
of regularization as the dataset is created.

Overall, there are several limitations to the use of BERT-FULL as a labeller. First and foremost,
as we have just shown, the use of BERT-FULL to simulate the human labeller is limited, since it
is noisy. Furthermore, we cannot expect the classifier to outperform the labeller, so replacing the
human component upper bounds the final performance.

Closely related to that is the fact that we count here a uniform budget for all examples, but
labelling artificial examples has a higher cost than labelling genuine ones, due to their lower quality.

Finally, there exists some key differences in the way BERT-FULL and a human will label exam-
ples. Mostly, the examples that are skipped because of labelling uncertainty differ. For example, we
labelled "the movie is a lumbering load of hokum and a storyline, and an old vision." as negative,
while BERT skipped it. Similarly, we skipped "the movie’s narrative gymnastics and its point view
of view, but it’s also a nice to watch the target practice of the year.", while BERT labelled it as
positive.

These differences limit the analysis that can be done on the generated examples, since labelling
is not the same as what a human would do.

7. Future Work and Conclusion

Membership query synthesis is often understudied because of the cost associated with labelling
new data points. In this paper, we circumvent this issue by using a labeller trained on both train and
test sets as our oracle, and show that using MQS to artificially create new datapoints can reach per-
formances equal to Random Active Learning on a real task. We also show, although not rigorously,
that the use of such an oracle provides a lower bound on the performance with a human labeller.

There is much work that remains to be done in MQS. For example, given that our best strategy
remains random sampling with a VAE, an interesting approach to evaluate would be to see if using
top-k sampling with a large pretrained generative model to generate examples that would be labelled
would beat this strategy, similarly to what is done in data augmentation [28]. Recently, a VAE-GPT
has also been proposed [29], which would provide an interesting avenue since it would theoreti-
cally increase the quality of the sentences while allowing us to keep sampling randomly from the
distribution.

Given our hypothesis that MQS brings a regularization factor by creating more difficult sentences,
it would also be interesting to see if mixing pool-based AL and MQS would work better than us-
ing only one strategy. Finally, further fine-tuning with the SSVAE could be done, for example by
introducing reinforcement learning.
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