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LIRMM - www.lirmm.fr 

Attached to Montpellier University and the French National 
Center for Scientific Research (CNRS). Its activity develops 
through three scientific research departments 
(Informatics, Microelectronics, Robotics) and 19 teams. 

 

TEXTE team : Exploration et exploitation de données 
textuelles – 11 people 

 

Syntax, Textual Semantic, Lexical Semantics, Algebric Models, 
Vector Models, Dialog Models 
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What are GWAPs? 

 Games (meant to be funny, addictive, pleasant…) 

 Designed for   
 Data acquisition 

 Problem solving 

 Dubbed collective intelligence 

 Core assumption 

 

A large number of ordinary people 
is more efficient than  

a small number of specialists 

 11/06/2017 3 

50’ speech – 10’ demo – several hours questions 



Amazon Mechanical Turk? 

 Online crowdsourcing, Microworking 
 

 Legal issues 
 Piece work is not legal in many countries   

 Ethical issues 
 Some people try to live from their work for AMT 

 Quality issues: 
 Very poor quality (people maximize number of microtasks done) 
 Requires effort and money to check data   

○ Not so economical in the end after all… 

 
 see « Amazon Mechanical Turk: Gold Mine or Coal Mine? » 

by  Karen Fort, Gilles Adda, K. Bretonnel Cohen 
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Some GWAPs in Biology 

 Foldit 
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Some GWAPs in Biology 

 Eterna 
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Some GWAPs in Biology  

 Phylo 
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Some GWAPs in Biology 

 Nightjar 
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Some GWAPs in Medecine 

 Malaria Spot 
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Some GWAPs in Arts 
 Artigo 
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Some GWAPs in NLP 
 Wordrobe 
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Some GWAPs in NLP 
 Zombilingo 
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GWAPs… some properties 
 A good player  good data 

 Beware of various biases 

 Difficult to be funny AND efficient 

 

 

 In general, short life span (many gwaps are dead 
before long) 

 Often the expected results are overestimated 
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 What for ? 
 applications needing lexical, common sens and specialized 

field knowledge 
○ Report analysis in medical imaging (Imaios) 

○ Offer/demand matching in tourism (Bedycasa) 

○ Debate management (SucceedTogether) 

○ Class factorization in software eng. (Orange, Berger Levrault) 

 How ? 
 Automatically (extracting for corpora) ? 

 knowledge is not always explicitly present in texts 

 not exclusively, not totally – a lot of implicit knowledge 

 By hand?  Long – (too) costly – normative – static data 
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Nodes 
Terms, textual segment, NP 

Usages, concepts 

Various symbolic informations 

Relations 
Typed 

Directed 

Weighted 

 

 

 
 

 free idea associations 

 hypernyms – hyponymes  – part-of – whole– mater/substance … 
synonymes – antonyms– locutions – magn/antimagn …    
agent - patients – instruments – locations– causes/consequences – telic role– temporal 
values… 
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Nodes 
Terms, textual segment, NP 

Usages, concepts 

Various symbolic informations 

Relations 
Typed 

Directed 

Weighted 

 

 

 
 

 free idea associations 

 hypernyms – hyponymes  – part-of – whole– mater/substance … 
synonymes – antonyms– locutions – magn/antimagn …    
agent - patients – instruments – locations– causes/consequences – telic role– temporal 
values… 

agt 

POS 

POS 

lieu 
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Verbe: 

Nom:mas: 
animal 

chat 

ronronner 

queue 

souris 

canapé>meuble 

canapé>petit-four 

patient canapé 

manger 

part_of 

ailes * part_of 

agt pred 

patient 

atome 

non-pertinent 

annot 
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lutin 

petit 

taquin 

espiègle gnome 

farfadet 

Esprit follet 



term 
+ 

instruction 

player 1 player 2 

propositions         propositions  
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lexical network 

term 
+ 

instruction creation / strengthening 
of relations 

Intersection 

rewards 

game 1 game 2 

confrontation 



Filtering – matching of player pairs 
○ Iterated Minimal Consensus (weighting) 

○ Minimizing noise, maximizing recall (long tail) 

Features 
○ Word pseudo-randomly selected 

○ Other player(s) unknown during play 

○ Asynchronous games 

Points 

○ more if relation is weak 

○ less if relation is strong 
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 > 1 400 000 terms + many word forms in the 
network 

 > 85 000 000 lexical relations 
 > 1 340 000 terms with at least one outgoing relation (A  B)  

 > 990 000 terms with at least one incoming relation (A  B) 

 > 25 000 refined terms and > 69 000 usages 

 > 26 000 labelled as polysemous (coverage 98 %) 

 > 840 000 inhibitory (negative) relations 
 

never ending learning process 
 new words, NP, refinements… new relations 
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Indirect approaches : 
 Totaki – a guessing game/ AskIt – a question game/ … 
 Totaki : {clues} => term 

Player = clue giver  (+ optional relation type) 

Totaki  = guesser   (lexical network + learning + short term memory) 

 Looking for quasi intersection in the lexical network 
 Hypothesis  : if the target term is found 

  the network is properly built/informed for this term 
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Can we find terms from the clue? 
With the 500 riddles of the original game : AKI 494 – humans : 398 

 

Totaki 98,8 %  Humans 79,6 % 
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Humans ~ 43 % 
Tests over 300 terms on 

which players made some 
guesses (controled env.) 

Totaki ~ 80 % 
Tests over 25 000 games 

where terms are chosen by 
players 
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immediate replay  →  addiction 



(pseudo random walk in the network) 

 

   Infinite iteration of 
 

 Random selection of a term T having 
  a positive or a negative polarity (or both) 

 

 50% proposing T  
50% proposing one neighbor of T in the network 
 

 Seed with:   bien  = 1 positive vote 

    mal  = 1 negative vote 
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 657,843 polarized terms 

 
 551,871 positive polarity  

     655,003 neutral polarity  
366,913 negative polarity  
 

 Total number of votes = 146,080,950 
 70,698,908 positive votes (48.4 %) 
 51,185,949 neutral votes (35 %) 
 24,196,093 negative votes (16.6 %) 

 

 mean of 220 votes per entry 
   (beware! power law) 
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From the most 
general toward the 
most specific 

Logical and statistical blocking because of 
polysemy  - for example: 
 

• livre > lecture 
• livre > monnaie 
• livre > masse 

 
* Bible is-a livre & livre carac convertible 
 => Bible carac convertible 
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From specific to general 

INDUCTION ABDUCTION 

imitation of 
examples 

The 3 inference types = detector 
• of error in premises (1%) 
• of exceptions (< 1%) 
• of missing refinements (3%) 
• of irrelevant correct relations (3%) 
 

About 93 % of the infered relations are correct and relevant 



 

 Co-occurrences provide some filtering  
 of what could be interresting 
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savane • zoo • savane (Afrique) • 
Afrique • cage  • cirque • jungle  • 
ménagerie  • réserve naturelle  • forêt  
• brousse • cirque (clown) • Kenya • 
parc • Thoiry • parc (parc naturel)  • 
cage (prison, zoo)  • continent africain 
• marais • continent  

LION 



 

 For polysemy and word usages 
 

 avocat --r-raff_sem-->  avocat>fruit 

 avocat --r-raff_sem-->  avocat>justice 
 

 grippe --r-raff_sem-->  grippe>maladie 

 grippe --r-raff_sem-->  grippe>virus 
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gloses 

24 000 termes raffinés 
 et > 66 000 usages 

  what’s specific? 



 

 Decision tree, example with frégate 

 --r-raff_sem-->  frégate>navire 

  --r-raff_sem-->  frégate>navire>moderne 

  --r-raff_sem--> frégate>navire>ancien 

 --r-raff_sem-->  frégate>oiseau 

… 
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  what’s specific? 



 

Allow to represent 
 

 exceptions 

 autruche --r-agent-1<0-->  voler 

 Inductive inferences potentially relevant, but wrong 

 ver de terre  --r-agent-1<0-->  mordre 

  contrastive informations between refinements 

 avocat>fruit  --r-agent-1<0-->  plaider 

 avocat>justice  --r-has-part<0-->  noyau>fruit 

 

Negative relations can be used as inhibition in WSD 
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> 270 000 negative 
relations in the 
lexical network 

  what’s specific? 



 

 A term linked to a refinement inhibites  
its co-refinements if not linked 

 

chat (félin) 

    <-- r_inhib --  

siamois (Siam) • siamois (jumeaux) • sphynx (sphinx) • 
coussinet (chemin de fer) •  minou (affection) •  coussinet 
(mécanique) •  coussinet (architecture) •  minou (sexe de 
la femme) •  coussinet (coussin) • persan (Perse) 

 

Negative relations can be used as inhibition 
in WSD based on a thematic approach 
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> 370 000 inhibitory 
relations in the 
lexical network 

  what’s specific? 



 

 Reification of a relation 
with new associated informations 
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> 1.8 M relation 
nodes in the lexical 

network 

  what’s specific? 



 

 Another reification form 

lion --r_agent-1 -> dévorer 

 

 

lion [agent] dévorer 

-- r_patient -> gazelle, zèbre 

 

 

(lion [agent] dévorer) [patient] gazelle 

-- r_action lieu -> savane 

-- r_manner -> férocement 
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> 3366 aggregated 
forms in the lexical 

network 

  what’s specific? 
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_INFO-COUNTABLE-NO  
_INFO-COUNTABLE-YES  
 
_INFO-SEM-ACTION  
_INFO-SEM-CARAC  
 
_INFO-SEM-COLOR-RELATED  
_INFO-SEM-EMOTION-RELATED  
 
_INFO-SEM-IMAGINARY  
_INFO-SEM-LIVING-BEING  
_INFO-SEM-NAMED-ENTITY  
_INFO-SEM-ORGA  
 
_INFO-SEM-PERS _INFO-SEM-PERS-

FEM _INFO-SEM-PERS-MASC 
 

 _INFO-SEM-PLACE  
 ABSTRACT ANATOMICAL 
 GEO HUMAN  
 
_INFO-SEM-PROPERTY-NAME  
_INFO-SEM-QUANTIFIER  
_INFO-SEM-SET _INFO-SEM-SUBST  
 
_INFO-SEM-THING  
 …-ABSTR 
 …- ARTEFACT 
 …- CONCRETE  
 …- NATURAL  
 
_INFO-SEM-TIME  _INFO-SEM-EVENT  

 

  what’s specific? 



 

 Analysis of medical imaging reports (Imaios) 

=> Indexation = weighted term list 

 On a specific domain medicine-radiology-anatomy 
(weigthing TFIDF or Okapi) 

 F1-score = 70% 

 With augmentation (syn, generic, cause, consequence, 
etc.)  => F1-score = 75% 

 

 Adding general domain => + 12 % 

 Refinement selection => +7% 

 With inhibition => +3% 
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  what’s specific? 



 Lexical resources 

 

 If not too specialized 

 Can be built with native speakers 

 As many as you can, but a dozen can be enough… 
    if motivated 

 

 

 

Not expensive – reliable ‘coz collected data are redundant 
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 Since sept. 2007  (~ 10 years) 
 > 85 millions  relations between over 1 400 000 terms  

and around 100 relation types 
 annotated relations (relevant, possible, not relevant) 
  → the largest network of this type 
  → already used for research and by some companies 

 Evaluation 
 Collation of various points of view – negociated (diko) or not (games) 
 Implicit relations (not present in texts) are captured by instruction forcing  

(players are invited to be explicit) 
 

  gwap   crowdsourcing 
 principles are globally validated for lexical networks 

 Relevant for general knowledge but also for specific domains (great surprise!) 
 With GWAP (JDM, Askit, LikeIt, …) but also  with contributions (Diko) 
 In general, virtuous circle is difficult to identify 
   playing well  producing proper data 
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Some ethical aspects 
 many involved players (some with more than 2000 hrs of play) 

 no memory in the lexical network of who has made what 

   (only temporary storage of games still to be retrieved) 

 players are anonymous (login + pwd + email) 

 less than 1% troll / vandalism – corrected as soon as discovered 

 

 The data are made by the crowd... 
  ... and should return to the crowd 

  →  Freely available 
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THANK YOU 


