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© Lecture outline

Course logistics

What 1s natural language processing?
Why NLP 1s hard?

History of NLP

NLP techniques

NLP resources

NI



Course logistics




O Course logistics in brief

Teacher: Bang Liu (bang.liu@umontreal.ca)

Teaching assistant: Suyuchen Wang (suyuchen.wang@umontreal.ca)

Time: Tuesdays 9:30am - 11:30am and Fridays 3:30pm - 5:30pm
Online office hours (zoom): Tuesdays 2:00pm - 4:00pm

®©@ ® ®@ ® ®

Slides: uploaded before each lecture


mailto:bang.liu@umontreal.ca
mailto:suyuchen.wang@umontreal.ca

© Course aims

®

Basics: deep learning for NLP

NLP Techniques: word embedding, pre-
trained language models, machine
translation, search engine, dialogue
system...

Big picture: NLP techniques and the
difficulties in understanding human
language

Research: find potential research
interests

.
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© Course work and grading policy

® Reading (1% * 10)
10 papers or book chapters |
® Assignments (15% * 3) RNN, CNN, Transfbriper ..

QJ,._ é _.1

. : . %%
3 programming assignments with report.

@ Term project (45%, 1-3 people)
Project proposal (up to 2 pages): 5%
Midway report (up to 4 pages): 5%
Final presentation: 5%

Final report (up to 8 pages): 30%
@ Participation (2%)




@ Course logistics in brief

@ Late policy:

o A late day extends the deadline 24 hours. For ALL assignments, submissions after 2 late
days (48 hours) of the deadline won't be accepted.

e For programming assignments, we deduct 2% for each late day. We don't count hours, e.g., it
you submit an assignment after 25 hours, 1t will be considered as 2 late days and will be
deducted 4%.

e For project proposal, midway report, we deduct 1% for each late day.

e For project final report, we deduct 3% for each late day.

e No late day for the final project presentation and reading assignments.



© Course logistics in brief

@ Computing Resources
e (Google Colab, Google Cloud, etc.
e Experiments may take up to hours
e Recommendation: start assignments early
@ More information
o (lass webpage: hitp://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-
%20Winter%202022.htm



http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm
http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm
http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm

What is natural
language processing?




@ NLP is everywhere: machine translation
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/Bl T —5RER

Google google translate X 8 Q
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® NLPis everywhere: search engines
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smart speakers

® NLPis everywhere
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® NLP is everywhere: chatbots
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@ NLP is everywhere: virtual characters
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LP is everywhere
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@ What is natural language processing?

@ Language 1s a tool of human
communication and a carrier of human
thinking.

MNPUBET!

e More than 1,900 languages 1n use all
over the world.

® Structures vary between different
languages.

@ Natural language 1s a human language
(e.g., English, French, Chinese)
e As opposed to a constructed language
(programming languages, language of
formal logic, etc.).

Image credit: https.//www.vpr.org/post/why-are-there-so-many-different-languages#stream/O



https://www.vpr.org/post/why-are-there-so-many-different-languages#stream/0

@ What is natural language processing?

@ Natural language processing (NLP) 1s a branch of artificial intelligence that helps computers
understand, interpret and manipulate human language.

language - computer — language

~ understanding -

(NLU) - generation -
(NLG)



@M NLP tasks

Lexical Analysis Sentence Analysis Semantic Analysis

Word Segmentation Chunking Word Sense Disambiguation

Word Tokenization Super Tagging Semantic Role Labeling

New Words Identification  Constituency Parsing Abstract Meaning Representation Parsing
Morphological Analysis Dependency Parsing Frame Semantic Parsing
Part-of-speech Tagging Language Modeling First Order Predicate Calculus
Spelling Correction Language Identification Word/Sentence/Paragraph Vector
Information Extraction High-level Tasks

Named Entity Recognition/Disambiguation Machine Translation
Terminology/Glossary Extraction Text Summarization/Simplification
Coreference Resolution Question Answering

Relationship Extraction Dialogue System

Event Extraction Reading Comprehension
Sentiment Analysis Automatic Essay Grading

More tasks can be found here: https://nlpprogress.com/


https://nlpprogress.com/
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@ Levels of Al

Creative Intelligence
Imagination, creation

Cognitive Intelligence
Lanquage, knowledge, reasoning

Perceptual Intelligence
Hearing, vision, touch

Computational Intelligence
Remember and calculate



Why NLP is hard?




@ NLP is challenging

@ Ambiguity
® Knowledge
® Scale

® Sparsity

@ Vvariation

@ Expressivity

@ Unknown representations



® NLP is challenging: ambiguity

“At last, a computer that
understands you like your mother”

How shall we interpret this sentence?



@ NLP is challenging: ambiguity

“At last, a computer that
understands you like your mother”

@ It understands you as well as your mother understands you
@ It understands (that) you like your mother
@ It understands you as well as 1t understands your mother



@ NLP is challenging: ambiguity at many levels

“At last, a computer that
understands you like your mother”

At the acoustic level (speech recognition):
1. *... acomputer that understands you like your mother”
2. ... acomputer that understands you lie cured your mother”



@ NLP is challenging: ambiguity at many levels

“At last, a computer that
understands you like your mother”

At the syntactic level:

VP VP
V NP S V S
understands you like your mother [does] understands [that] you like your mother

Different structures lead to different interpretations.



@ NLP is challenging: ambiguity at many levels

“At last, a computer that
understands you like your mother”

At the semantic (meaning) level (speech recognition):

Two definitions of “mother”

1. awoman who has given birthday to a child

2. a stringy slimy substance consisting of yeast cells and bacteria; 1s
added to cider or wine to produce vinegar

This 1s an 1instance of word sense ambiguity



@ NLP is challenging: ambiguity at many levels

At the discourse (multi-clause) level:
1. “Alice says they’ve built a computer that understands you like
your mother,
2. but she ...
... doesn’t know any details”
... doesn’t understands me at all’

Here “she” co-referees to some other discourse entity



® Dealing with ambiguity

How can we model ambiguity?

® No-probabilistic methods (CKY parsers for syntax) return all possible
analyses

@ Probabilistic and neural networks return the most probable one

But the “best” analysis 1s only good 1f our probabilities are accurate. Where do

they come from?



© Corpora

A corpus 1s a collection of text
@ Often annotated 1n some way
® Sometimes just lots of text

Examples:

® Penn Treebank: 1M words of parsed
WSJ

@ The Web!

Relevant statistics/probabilities/
parameters are learned from data
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@ NLP is challenging: knowledge

We need knowledge: | dropped the glass on the floor and it

broke
® Knowledge about language

® Knowledge about the world

| dropped the hammer on the glass
and it broke

® Knowledge about common sense




© Knowledge bottleneck in NLP

Possible solutions:

® Symbolic approach: encode all the required information into computer
(knowledge graph)

@ Statistical approach: infer language properties from language samples

® Deep learning: neural networks



© Case study: GPT-3

Q: What is your favorite animal?
A: My favorite animal is a dog.

Q: Why?
A: Because dogs are loyal and friendly.

Q: What are two reasons that a dog might be in a bad
mood?

A: Two reasons that a dog might be in a bad mood are if it
IS hungry or if it is hot.

Q: How many eyes does a giraffe have?
A: A giraffe has two eyes.

More details about GPT-3 1n future lectures

Reference: https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html



https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

@ Case study: GPT-3

Q: How many eyes does a giraffe have?
A: A giraffe has two eyes.

Q: How many eyes does my foot have?
A: Your foot has two eyes.

Q: How many eyes does a spider have?
A: A spider has eight eyes.

Q: How many eyes does the sun have?
A: The sun has one eye.

Q: How many eyes does a blade of grass have?
A: A blade of grass has one eye.

Reference: https://lacker.io/ai/2020/07/06/qiving-gpt-3-a-turing-test.html



https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

@ NLP is challenging: scale

NLP Technologies/Applications

ASR
MT
Dialogue
QA
Summarization
SRL
Coref
Parsing
NER
POS tagging
Lemmatization
“
%ﬁ}“ o,?gQQ %°'&¢'8’¢ e Q2 ‘&4’-'%6 6K World’s Languages
%, P % e, 2 @(-4 = %,
< z 9% Iz e © 9 - o
()
\ ]\ ) L || |
I Y | |
Some European UN Medium-Resourced  Resource-Poor

Languages Languages

Languages Languages (dozens) (thousands)



® Sparse data due to Zipf’s law
@ Example: the frequency of different
words 1n a large text corpus

any word

Frequency

Token

1,698,599
849,256
793,731
640,257
508,560
407,638
400,467
394,778
263,040

the
of
to
and
1n
that
1S

a

[

Frequency

nouns
Token

124,598
104,325
92,195
66,781
62,867
57,804
53,683
53,547
45,842

Furopean
Mr
Commission
President
Parliament
Union
report
Council
States



@ NLP is challenging: sparsity

Order words by frequency. What 1s the frequency of n-th ranked word?

1800000 Word frequency vs. rank 107 Wordrfrequency vs. rank, log axes
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1000000 = 10%
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> 800000} g 103!
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Rank Rank



© NLP is challenging: sparsity

® Regardless of how large our
corpus 1s, there will be a lot of
infrequent words.

@ This means we need to find
clever ways to estimate
probabilities for things we
have rarely or never seen.
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© NLP is challenging: variation

Suppose we train a part of speech tagger or a parser on the Wall Street
Journal

nsubj mark
/ det conj / -advmod nmod
EX expl\{VBZ DT RB-&advmod\“RA——amod cc-u[g] NN 1IN RB Armark IN] c%

—— . —

—

There 'S a much greater intersection and mtegratlon of how to engage with consumers
What will happen 1f we try to use this tagger/parser for social media?

| Know, right shake my head for  your
IKr smh he asked fir yo last name so he canadd u

on fb lololol
you Facebook Ilaugh out loud



® NLP is challenging: variation

NLP Technologies/Applications

Parsing
NER

POS tagging
Lemmatizabon

6K World Languages

Parliamentary proceadings 64 < '96;4’15 0,0 . '%’ z v 1,&
=
| J \ ) | | | | | |
\ l | l
5 Medium-Resourced Resource-Poor
S Twitter Some European UN —— P——
Languages Languages (dozens) (thousands)

Data Domains



® NLP is challenging: expressivity

Not only can one form has different meanings (ambiguity), but the same
meaning can be expressed with different forms.

Shut up! The talk is
starting!

Please be quiet, the
talk will begin shortly.




® NLP is challenging: unmodeled representations

We don’t even know how to represent the knowledge a
human has/needs:

® What 1s the “meaning” of a word or sentence?

® How to model context?

@ Other general knowledge?



History of NLP £ ﬁ' Ai kﬁ



@ History of NLP

1990s - 2010s 2010s - present future

Symbolic NLP Statistical NLP Neural NLP ?
Understanding text by Applying machine Representation Multi-model learning
a collection of hand- learning algorithms to learning and deep World modeling

written rules NLP neural networks Interact with real world



® The confusion of tongues: Tower of Babel

Gustave Doré: The Confusion of Tongues (1865)

The confusion of tongues 1s the origin myth for the
fragmentation of human languages described 1n Genesis.

The Bible "Genesis" says that ancient humans originally
spoke a unified language. They once wanted to build a
tower called "Tower of Babel" as high as the heavens.
This shocked God, and God let different people speak
different languages so that 1t becomes 1impossible for
people to coordinate their work. As a result, the Tower of
Babel 1s not built, and the difference in language has
become a great obstacle for people to communicate with
each other.



® Universal language

In the 17th century, some 1nsightful people put forward
the 1dea of using machine dictionaries to overcome E" glls

h 722 Universal

language barriers. Both Descartes and Leibniz tried to
write dictionaries based on a unified digital code. In
the mid-17th century, such dictionaries were published
by Cave Beck, Athanasius Kircher, and Johann
Joachim Becher. As a result, a movement about
"universal language" was launched. Some people
tried to create an unambiguous language based on
logical principles and graphic symbols, so that people
would no longer have to be confused in
communication due to misunderstandings.




® Language computing have a long history

@ In 1847, the Russian mathematician B. Buljakovski believed that
probabilistic methods could be used to study grammar, etymology,
and language history comparison.

@ In 1851, the British mathematician A. De Morgen used word
length as a feature of writing style for statistical research.

@ In 1894, Swiss linguist De Saussure pointed out that in terms of
basic properties, the relationship between quantity and quality in
language can be expressed regularly by mathematical formulas. He
published "General Linguistics Course" 1n 1916. It also pointed out
that language 1s like a geometric system, which can be boiled down
to some unproven theorems.



® Language computing have a long history

® In 1898, German scholar F.W. Kaeding calculated the frequency
of German vocabulary 1n the text and compiled the world's first
frequency dictionary "German Frequency Dictionary”.

@ In 1935, Canadian scholar E. Varder Beke proposed the concept
of word distribution rate and used it as the main criterion for
dictionary selection.

® In 1944, the British mathematician G.U. Yule published the book
"Statistical Analysis of Literary Words", using probabilistic and
statistical methods to study vocabulary.



® Four important milestones to NLP

Andrey Markov
Research on Markov model

Alan Turing

Research on model of
computation

Claude Shannon

Research on probability and
information theory

Noam Chomsky

Research on formal language
theory



@ Andrey Markov: Markov model

In 1913, the famous Russian mathematician
Andrey Markov noticed the mutual influence
between the appearance probability of language
signs 1n the narrative poem "Eugen Onegin" by the
Russian poet Pushkin. He tried to use the
appearance probability of language signs as an
example to study the random process
mathematical theory and put forward the 1dea of
Markov Chain. His pioneering result later
became the Markov model widely used 1n
computational linguistics. It 1s one of the most
important theoretical pillars in computational
linguistics.

Andrey Markov



@ Alan Turing: Turing Machine

In 1936, Turing proposed a mathematical model
of the famous "Turing Machine" 1n the seminal
paper "On Computable Numbers, with an
Application to the Entscheidungsproblem”
(German for “decision problem’). The "Turing
machine" is not a specific machine, but an
abstract mathematical model that can create a very
simple but powerful computing device to calculate
all imaginable computable functions. This research
became the basis of modern computer science.
Turing also proposed the concept of Turing test.

Alan Turing



@ Claude Shannon: Information Theory

In 1948, American scholar Shannon used the
probabilistic model of discrete Markov process to
describe language automata.

Shannon's another contribution 1s the creation of
"Information Theory". He likened the act of
transmitting language through media such as
communication channels or acoustic speech to
"noisy channel" or “decoding”.

Shannon also borrowed the term "entropy" from
thermodynamics as a method of measuring the
information capacity of a channel or the amount of
information 1n a language, and he used
probabilistic techniques to measure the entropy of
English for the first time.

Claude Shannon



® Noam Chomsky: Formal Language Theory

In 1956, American linguist Noam Chomsky
absorbed the 1dea of finite state Markov process
from Shannon’s work, and used finite state
automata as a tool to describe the grammar of
language. The state language 1s defined as a
language generated by a finite state grammar.
Produced "formal language theory"

He used algebra and set theory to define formal
language as a sequence of symbols. It has become
the most important theoretical cornerstone of
computer science.

Noam Chomsky



@ Machine translation: early development

Machine Translation is the key application in the history of computational linguistics.

® In 1933, the Soviet inventor Troyansky (ILILTPOSIHCKHM) designed a machine that
mechanically translates one language into another, and registered his invention on
September 5 of the same year.

@ In the early 1930s, the Armenian French engineer GB Artsouni proposed the 1dea of
using machines for language translation, and on July 22, 1933, he obtained a patent
for a "translator" called " Mechanical brain" (mechanical brain). The prototype of
Artsoun1 was formally exhibited 1n 1937, which aroused the interest of the French postal
and telecommunications departments. However, due to the outbreak of World War 11
soon, Artsount's robotic brain could not be installed and used.



@ Machine translation: the world’s first computer

® In 1946, J.P. Eckert and J.W. Mauchly of
UPenn designed the world's first
electronic computer ENIAC

3 ’ . .

HE WORLD'3 FUST ELECTRIMC.LARGE STRLE, | S
CERERAL- FURPOSE ONGITAL, COMPUTER




@ Machine translation: a decoding perspective

@ British engineer Andrew Donald Booth and American
Rockefeller Foundation (Rockefeller Foundation)
Deputy President W. Weaver put forward the 1dea of
machine translation. In 1949, Weaver published a
memo titled "Translation", which formally raised the
1ssue of machine translation. He said: "When I read an
article written 1n Chinese, I can say that this article 1s
actually written 1n English, but 1t 1s coded with another
strange symbol. When I was reading, I was decoding.
Weaver's excellent ideas became the theoretical basis of
Statistic Machine Translation (SMT).

® However, translation 1s more complex than decoding: the
complexity of lexical analysis, syntactic analysis,
semantic analysis, etc., was largely omuitted.




@ Machine translation: the first MT system

® The academic community in the United States
and the United Kingdom have developed a
Keen interest iIn machine translation and have
recelved support from the industry.
® In 1954, Georgetown University, with the
assistance of IBM, used the IBM-701 computer
to implement the world's first MT system,
realizing Russian-English translation, and the
system was publicly demonstrated in New York
INn January 1954
@ In the following 10 years, with the progress of
machine translation research, various natural
anguage processing technologies emerged
and gradually developed, forming this IBM-701
emerging discipline combining linguistics and
computer technology.




@ Al winter

@ In 1966, the rule-based dialogue robot ELIZA was
born 1n the MIT Artificial Intelligence Laboratory

® However, 1n the same year, ALPAC (Automatic
Language Processing Advisory Committee)
proposed 1n a report that the progress of machine
translation research in the past ten years was
slow and did not meet expectations. After the relecase s
of the report, research funding for machine YOU:  He says I'm depreased much of che vix
translation and natural language has been greatly

reduced, and research on natural language

processing and artificial intelligence has entered a Rule-based dialogue system
winter. ELIZA

hasr?vra alwasra WIS 1y R L e L o e vy S
lnev're alwavs ougging us about scocmetning or cthner.




@ New era of NLP

® Researchers from IBM's Watson

Jniversity have ac

Research Center and

Baker from Carnegie Mellon

nieved success in the development of statistical speech

recognition algorithms: "Hidden Markov Model" and "Noisy Channel Model and

Decodi

® At the 4th MT Su
scholar J. Hutchins pointed out in his special report
machine translation has entered a new era. With t

ng Model”

mmit IV held in Kobe, Japan in July 1993, the famous British

that the development of
ne

oeginning of a new era of

machine translation, computational linguistics has entered its boom period.






@ Biological neurons

Dendrites

m @ Dendrite: Receives signals from
' other neurons
' 0 Soma @ Soma: Processes the information
Axon ’ ® Axon: Transmits the output of
5 this neuron

® Synapse: Point of connection to
other neurons

Synapse

Biological Neurons:
An Overly Simplified lllustration



® The first computational model of a neuron

yei{0,1}

Walter Pitts Warren McCulloch

rn€{0,1}

. The fi '
McCulloch-Pitts Neuron e first computational model of a neuron was

proposed by Warren MuCulloch (neuroscientist) and
Walter Pitts (logician) in 1943.



® Ancestor of neural networks: Perceptron

Weights

Constant (ﬁ)\)
W

Weighted
Sum

inputs — 4 \ > W

Step Function

The "Perceptron” proposed by Cornell University
professor Frank Rosenblatt in 1957 was the first to use
algorithms to accurately define neural networks, and the
first mathematical model with self-organization and self-
learning capabilities. It 1s the ancestor of neural network
models.

perceptron

Frank Rosenblatt



® Perceptrons can’t do XOR

. J I
1969: Marvin Minsky and Seymour 1969: Perceptrons can’t do XOR!

Pappert published a book - "Perceptron",
which cited some limitations 1n
Rosenblatt’s technique. They found that

A | B | Out
perceptrons can’t do the Exclusive OR ool o
0
logical operation. 1 o] 1
"C[(Cpl FOnsS http.//hy perphy sics phy -astr gsu.edu/hbasefelectromnc/etron/xor.af

Exclusive OR) 1s a digital logic gate that
gives a true (1 or HIGH) output when the
number of true mnputs 1s odd. So, 1f input
0 and 1, or 1 and O, the outputis 1. In

other cases, the outputs are 0. This book

Minsky & Papert

triggered a long AI Winter
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® Second Generation NNs: Back-propagation

In July 1986, Hinton and David Rumelhart co-published
a paper 1n the journal Nature, "Learning
Representations by Back-propagating errors", which
was the first to systematically and concisely expound the
application of back-propagating algorithms to neural
network models. Neural network research begins to
re-arise.

Learning representations
by back-propagating errors

David E. Rumelhart®, Geoffrey E. Hinton?
& Ronald J. Williams*

* Institute for Cognitive Science, C-015, University of California,
San Diego, La Jolla, California 92093, USA

t Department of Computer Science, Carnegie-Mellon University,
Pittsburgh, Philadelphia 15213, USA

We describe a new learning procedure, back-propagation, for
networks of neurone-like units. The pracedure repeatedly adjusts
the weights of the connections in the network so as to minimize a
measure of the difference between the actual output vector of the
net and the desired output vector. As a result of the weight
adjustments, internal ‘hidden’ units which are not part of the input
or output come to represent important features of the task domais,
and the regularities in the task are captured by the interactions
of these units. The ability to create useful new features distin-
guishes back-propagation from earlier, simpler methods such as
the perceptron-convergence pmcedure’.

https.//www.nature.comv/articles/
323533a0.pdf?origin=ppub




® Convolutional Neural Networks

sy

RESEARCH
In the late 1990s, Yann Lecun used a

technique called “Convolutional
Neural Networks (CNN)” for
developing a commercial software to
read handwritten numbers on bank
checks. This check recognition system

occupied nearly 20% of the US market
in the late 1990s.
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LeNet-5, convolutional neural networks
http://yann.lecun.com/exdb/lenet/index.html



http://yann.lecun.com/exdb/lenet/index.html

@ Deep Belief Networks

ARTICLE

A fast learning algorithm for deep belief nets
Y in® f

Authors: Geoffrey E. Hinton, Simon Osindero, Yee-Whye Teh Authors Info & Affiliations

Publication: Neural Computation « July 2006 e https://doi.org/10.1162/nec0.2006.18.7.1527

https./dl.acm.org/doi/10.1162/neco.2006.18.7.1527

In 2006, Geoffrey Hinton introduced Deep Belief
Networks, also introduced layer-wise pretraining
technique, opened current deep learning era.


https://dl.acm.org/doi/10.1162/neco.2006.18.7.1527

In 2000, Yoshua Bengio authored the
landmark paper, “A Neural Probabilistic
Language Model,” that introduced high-
dimension word embeddings as a
representation of word meaning. Bengio’s
insights had a huge and lasting impact on
natural language processing tasks. His group
also introduced a form of attention
mechanism which led to breakthroughs in
machine translation and form a key
component of sequential processing with
deep learning.

® High-dimensional word embeddings and attention

Journal of Machine [.carning Rescarch 3 (2003) 11371158 Submitted 4/02; Publighed 2/03

A Neural Probabilistic Language Model

Yoshua Bengio

Réjean Ducharme

Pascal Vincent

Christian Jauvin

Deépartement d’ Informatique et Recherche Operationnelle

BENGIOY@IRO.UMONTREAL.CA
DUCHARME(@IRO.UMONTREAL.CA
VINCENTP@IRO.UMONTREAL.CA
JAUVINC@IRO.UMONTREAL.CA

Centre de Recherche Mathématigues

Université de Montréal, Montréal, Québec, Canada

https:/mila.quebec/wp-content/
uploads/2019/08/bengio03a.pdf



https://mila.quebec/wp-content/uploads/2019/08/bengio03a.pdf
https://mila.quebec/wp-content/uploads/2019/08/bengio03a.pdf

® Generative Adversarial Networks

Since 2010, Bengio’s papers on generative
deep learning, 1n particular the Generative
Adversarial Networks (GANs) developed
with Ian Goodfellow, have spawned a
revolution in computer vision and computer
graphics. In one fascinating application of
this work, computers can actually create
original 1mages, reminiscent of the creativity
that 1s considered a hallmark of human
intelligence.

Generative Adversarial Nets

Ian J. Goodfellow, Jean Pouget-Abadie;, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair! Aaron Courville, Yoshua Bengio®
Département d’informatique et de recherche opérationnelle
Université de Montréal

Montréal, QC H3C 3J7

https:/arxiv.org/pdf/1406.2661.pdf



https://arxiv.org/pdf/1406.2661.pdf

@ Generative Adversarial Networks
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@ ImageNet competition

At the end of 2012, Geoff Hinton and
his PhD students Alex Krizhevsky and
Ilya Sutskever took the first place 1n the
ImageNet image classification
competition, and increased the accuracy
rate to 84.7%.

Relying on deep learning, they shocked
the machine learning community. Since
then, a large number of researchers have
begun to enter this field. |

In 2013, Google Hires Brains that
Helped Supercharge Machine Learning




@ More milestones

Table 1: Major milestones that will be covered in this paper
Year Contributer Contribution
300 BC Aristotle introduced Assocmtlomsm,. startcd the history of human’s
attempt to understand brain.
- . introduced Neural Groupings as the earliest models of
1873 Alexander Bain o . .
neural network, inspired [lebbian Learning Rule.
introduced NMCP Model, which is considered as the
1943 McCulloch & Pitts e '
Bt H ancestor of Artificial Neural Model.
considered as the father of neural networks, introduced
1949 Donald llebb Ilebbian Learning Rule, which lays the foundation of
modern neural network.
1953 Frank Rosenblatt introduced the first perceptron, which highly resembles
modern perceptron.
1974 Paul Werbaos introduced Backpropagation
1980 Teuvo Kohonen introduced Sclf Organizing Map
o . introduced Neocogitron, which inspired Convolutional
Kunihiko Fukushima
Neural Network
1982 John Hopfield introduced Hopheld Network
1985 Hilton & Sejnowski introduced Boltzmann Machine
Paul Smolensky introduced Harmonium, which is later known as Restricted
1986 U Boltzmann Machine
Michael 1. Jordan defined and introduced Recurrent Neural Network
1990 Yann LeCun mt-roduce(.l LeNet‘, showed the possibility of deep neural
networks in practice
1097 Schuster & Paliwal introduced Bidirectional Reenrrent Neural Netwark
il Hochreiter & introduced LSTM. solved the problem of vanishing
Schmidhuber gradient in recurrent neural networks
introduced Deep Belief Networks, also introduced
2006 Geoffrey Hinton layer-wise pretraining technique. opened current deep
learning era.
2009 balak_h}ltdmov & introduced Deep Boltzmann Machines
Hinton
2012 Geoffrey Hinton introduced Dropout, an efficient way of training neural
nctworks

On the Origin of Deep Learning



https://arxiv.org/pdf/1702.07800.pdf

©® 2018 Turing Award

Yoshua Bengio Geoffrey Hinton Yann LeCun

https:/awards.acm.org/about/2018-turing
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& - -
xngaG() VS. Lee Swd
' March 2016

ALPHAGDO

= T BECAS - ©
\- - ‘}v .t \Z roat CEL ECTEOA ’
v Flim Y > BFILONDON % Y2 WINNER 3 S NPAELS ng) 2
\\3 FEST|VAL W/ S(' | MFES"VAL :' 2, TRAveRse Ty g/l MILL VALLEY . . \\:" VIEFE
) 2017 & Y, voasiooew F DG o SE PIKON ERSSTVAL Otficial Selection g, -
- - - | = 2017 - < oo WARSAW FILM FESTIVAL JJ




@© From AlphaGo to MuZero

Knowledge

Human Domain Known
Go data knowledge rules

6060

AlphaGe becomes the first program to master Go using
neural networks and tree search
(Jan 2016, Nature)

AlphaGo
L

Known
Go rules

AlphaGo Zero learns to play completely on its own,
without human knowledge
(Oct 2017, Nature)

Known
Go Chess Shogi rules

AlphaZero masters three perfect information games
using a single slgorithm for all games
(Dec 2018, Science)

MuZero > Chans

Go Shogi Atari

MuZero learns the rules of the game, allowing it to also
master environments with unknown dynamics.
(Dec 2020, Nature)

MuZero: Mastering Go, chess, shogi and Atar1 without rules



https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules

@ AlphaFold 2

66

We have been stuck on this one problem - how do
proteins fold up - for nearly 50 years. To see DeepMind
produce a solution for this, having worked personally on
this problem for so long and after so many stops and

71037 / 6vra T1049 / 6y4f starts, wondering if we'd ever get there, is a very special
90.7 GDT 93.3 GDT moment.
(RNA polymerase domain) (adhesin tip)

PROFESSOR JCOHN MOULT
CO-FOUNDER AND CHAIR OF CASP, UNIVERSITY CF MARYLAND

@ Experimental result

@ Computational prediction

AlphaFold: a solution to a S0-year-old grand challenge in biology



https://deepmind.com/blog/article/alphafold-a-solution-to-a-50-year-old-grand-challenge-in-biology

@ The neural history of NLP

Deep learning has brought great impacts to NLP

Neural language models

Multi-task learning

Word embeddings

The Neural HiStOry Of Neural networks for NLP

Natural Language PrOceSSing Sequence-to-sequence models

Attention

Memory-based networks

Pretrained language models

https://ruder.io/a-review-of-the-recent-history-of-nip/



https://ruder.io/a-review-of-the-recent-history-of-nlp/
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https://deepmind.com/blog/article/muzero-mastering-go-chess-shogi-and-atari-without-rules

NLP techniques

chatbot knmowledge base

translation
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® Different stages of NLP

1990s - 2010s 2010s - present future

Symbolic NLP Statistical NLP Neural NLP ?
Rules Corpus Corpus, Datasets, Multi-model learning
Formal Language Probability + Interact with real world

Automata Statistics Neural Networks
Loaqic Information Theory Deep Learning



® Grammatical hierarchy

®

®

®

Sentence: a sentence may consists of one or multiple
clauses.

Clause: a clause 1s a part of the sentence that contains
a verb

Phrase: a phrase 1s a group of words that express a
concept and 1s used as a unit within a sentence, e.g.,
‘"Who ate the last sandwich?”

Word: A word may consist of a root morpheme only,
€.g. science, or a root morpheme plus other
morphemes, ¢.g. "released = release + ed”,

‘motivation = motivate + ion”
Morpheme: morphemes are parts of words and are

the smallest grammatical units, e.g., "ed”, “ion”, and
simple words.

Sentences

consist of one or more
Clauses

consist of one or more
Phrases

consist of one or more
Words

consist of one or more
Morphemes

consist of one or more phonemes .




® Lexical analysis

Get tokens or words from sentences, and obtain linguistic information of the words, e.g.,
tokenization, word segmentation, Part-of-Speech (POS) tagging

Pr S R R e e e R e e e S . —

Example of | Legend POS-tags

1 [
Dependency parsing ' DET: determiner PROPN: proper noun AUX: auxiliary
|
: PRON: pronoun VERB: verb
|
adjectival modifier | w

|
|
|

ADP: adposition

|
e . . } oo .Y v ATy .y . UvrRe
Pos.tag - DLl | N : ¥NUN PROPN MUN VERB VERB

o
™
q
w
~
o
=
o
<
ke
™
Q.
[~V
o

|
Lemma = |
|
|
................................................................................................................................................... S T A
|
POS-tag = DET ! NOUN | PRON AUX VERB A PROPN VERB  DET NOUN
: '
The : first congestion-free day | mm mn October 9 ' success ]
|
Lemma = 1 on | lay | , kee; ‘
....................................................... T B R A S P ST S

POS tagging



@ Syntactic analysis

Syntactic analysis, also referred to as syntax analysis or parsing, 1s the process of
analyzing natural language with the rules of a formal grammar. Grammatical rules are
applied to categories and groups of words, not individual words. Syntactic analysis
basically assigns a semantic structure to text.

S

/\
NP VP
/\ /\ erOtl
Det Nom V NP (dobj |
the Adj Nom chased Det Nom det (—[nmodh
| | T~ s
oy N S (Eonbi) f(nmod m
bear frightened Adj N J \ ¢ v ‘L
| | [ prefer the morning flight through Denver
little squirrel \

Constituency Parsing Dependency Parsing



® Semantic analysis

Semantic analysis, simply put, is the process of drawing meaning from text. Including
Word Sense Disambiguation, Semantic Role Labeling, Semantic Parsing, etc.

LOGIC format:

dw,b, g

instance(w, want-01) A instance(g, go-01) A
instance(b, boy) A argO(w, b) A

argl(w, g) A arg0(g, b)

AMR format (based on PENMAN):

(w / want-01
:arg® (b / boy)
.argl (g / go-01
:arg® b))

GRAPH format:

ARGL
Instance

instance

want-01 _
instance

go-01

boy

Figure 1: Equivalent formats for representating
the meaning of “The boy wants to go”.

Abstract Meaning Representation (AMR)


https://www.aclweb.org/anthology/W13-2322.pdf

@ Discourse analysis

Discourse processing 1s a suite of Natural Language Processing (NLP) tasks to uncover
linguistic structures from texts at several levels, which can support many downstream
applications.

* Text/Written .... —
| »SlaCk iscussions | .‘;;z}} ° Speech

‘ Text Messaging

Phone Conversation

1
slogs L= Blogger yelpss
- ’ Lecture

Revi A - B D
eviews ‘ _ ey
’ I q

Meeting

| Social Media |
Fa  Streams
o e .
. [.’--f‘:‘i‘:f;;-, ; Classrcom
| % e | A.g.'lf\
_ ’ -:{T-Pa:‘]'
gl gk <o
¥ ‘ i

én Radio News

Broadcast News

Scientific Articles ‘

Discourse forms



Pragmatic analysis

Pragmatic analysis deals with outside word knowledge, which means knowledge that 1s
external to the documents and/or queries. Pragmatics analysis that focuses on what was
described 1s reinterpreted by what 1t actually meant, deriving the various aspects of
language that require real world knowledge.



® Basic concepts in NLP

A dog 1s chasing a boy on the playground ;ea):;’c;!s
Semantic Dﬂ\/un A“\/b De' o B \) (part-of-speech
. \oun Phrase tagging)
analysis Noun Phrase Complex Verb I\oun Phrase
Dog(dl). \\rbl’l/ Prep Phrase | |
Boy(b1). e R Syntactic analysis
Playground(pl). Verb Phrase (Parsing)
Chasing(d1,b1,p1). /rh
Sentence
Lx © A person saying this may
Scared(x) if Chasing(_.x,_). | be reminding another person to
| | get the dog back.
Scared(bl) / Pragmatic analysis

Inference (speech act)
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NLP resources




@ Academic Conferences

® ACL (Association of Computational Linguistics)
@ EMNLP ( Conference on Empirical Methods in Natural language Processing)
® NAACL (The North American Chapter of the Association for Computational Linguistics)

@ Coling (_International Conference on Computational Linguistics)

@ EACL (European Chapter of ACL)

@ IJCNLP (International Joint Conference on Natural language Processing)
® SIGIR (SIG Information Retrieval)

@ TREC (Text REtrieval Conference)

® SIGKDD (ACM Special Interest Group on Knowledge Discovery in Data)
@ WWW (The Web Conference)

® NeurlPS (Conference on Neural Information Processing Systems)

® AAAI (Association for the Advancement of Artificial Intelligence)

@ ICML, CIKM, ICDM, etc. (See “Al Conference Deadlines”)



https://www.aclweb.org/portal/
https://www.aclweb.org/anthology/venues/emnlp/
https://www.aclweb.org/anthology/venues/naacl/
https://www.aclweb.org/anthology/venues/coling/
https://www.aclweb.org/anthology/venues/eacl/
https://www.aclweb.org/anthology/venues/ijcnlp/
https://sigir.org/
https://trec.nist.gov/
https://www.kdd.org/
https://www2021.thewebconf.org/
https://nips.cc/
https://www.aaai.org/
https://aideadlin.es/?sub=ML,CV,NLP,RO,SP,DM

©® Research groups

® Google Brain, Google Research, DeepMind, Facebook Al, Microsoft Research,
IBM Watson, Tencent Al, Baidu Research ...

® Mila, Vector Institute, Amii, AllenNLP ...

@ Stanford, MIT, Harvard, Berkeley, CMU, Tsinghua University, Peking University,
HIT, Fudan University, UCSB ...
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DEEP LEARNING

T £ ..~:<Neura1 Network Me ods
| for Natural Language‘ Processmg

SynraESIS LLECTURES ON
Huoagan avcuace TECHNOLOGIES

Craeme Hirst, Sorize Edhitor

@ No textbook is required
® Check the class webpage for more information



@ Todo

® Check the class webpage: hiip://www-labs.iro.umontreal.ca/~liubang/
IFT%206289%20-%20Winter%202022.htm

@ Start preparing your term project early: build your team (up to 3 people), read the
project proposal instructions

Next lecture: Deep Learning Basics


http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm
http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm
http://www-labs.iro.umontreal.ca/~liubang/IFT%206289%20-%20Winter%202022.htm

@ References

1. NTU S-108 Applied Deep Learning, Spring 2020: https://www.csie.ntu.edu.tw/~miulab/
s108-adl/syllabus, lecture 1

2. Stanford CS224n - Natural Language Processing with Deep Learning, Winter 2020:
http://web.stanford.edu/class/cs224n/, lecture 1

3. Gatech CS-4650/7650 Natural Language Processing, Spring 2020: https://
www.cc.gatech.edu/classes/AY2020/cs7650 spring/, lecture 1

4. UCAS (P EFRLZFE K %2) Natural Language Processing by Yue Hu and Jing Yu, lecture 1



https://www.csie.ntu.edu.tw/~miulab/s108-adl/syllabus
https://www.csie.ntu.edu.tw/~miulab/s108-adl/syllabus
http://web.stanford.edu/class/cs224n/
https://www.cc.gatech.edu/classes/AY2020/cs7650_spring/
https://www.cc.gatech.edu/classes/AY2020/cs7650_spring/

Thanks! Q&A

Bang Liu

Email: bang.liu@umontreal.ca

Homepage: http://www-labs.iro.umontreal.ca/~liubang/
Github: https://github.com/Bangl.iu/
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