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Lecture outline2

1. Tasks using sentence representations 
2. From word embedding to sentence embedding 
3. From RNN to CNN 
4. Context matters: Elmo 
5. Structure matters: hierarchical sentence factorization 
6. Multi-task learning for sentence embedding



Certain Slides Adapted From or Referred To…

๏ CMU CS11-747 - Neural Networks for NLP, Graham Neubig 
• Spring 2020: http://www.phontron.com/class/nn4nlp2020/schedule/contextualword-

sentemb.html 

๏ NTU S-108 Applied Deep Learning, Yun-Nung (Vivian) Chen 
• Spring 2020: https://www.csie.ntu.edu.tw/~miulab/s108-adl/syllabus, lecture 3, 5 

๏ https://amitness.com/2020/06/universal-sentence-encoder/
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Tasks Using Sentence 
Representations



Where would we need sentence representations?

๏ Sentence classification 

๏ Paraphrase identification 

๏ Semantic matching 

๏ Entailment 

๏ Retrieval
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Sentence classification

๏ Classify sentences according to various traits 

๏ Topic, sentiment, subjectivity/objectivity, etc.
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Paraphrase identification

๏ Identify whether 
sentence A and sentence 
B mean the same thing 

๏ Note: exactly the same 
thing is too restrictive. 
Therefore, usually we 
use a loose sense of 
similarity.
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https://alt.qcri.org/semeval2015/task1/



Semantic similarity/relatedness

๏ Do two sentences have similar meanings? 

๏ Like paraphrase identification, but with shades of gray.
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http://ixa2.si.ehu.eus/stswiki/index.php/STSbenchmark

STSbenchmark dataset



Textual entailment

๏ Entailment: if A is true, then B is true (c.f. paraphrase, where opposite is also true) 

๏ Contradiction: if A is true, then B is not true 

๏ Neutral: cannot say either of the above
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A Survey on Recognizing Textual Entailment as an NLP Evaluation

https://arxiv.org/pdf/2010.03061.pdf


Model for Sentence Pair Processing

๏ Calculate vector representation 

๏ Feed vector representation into classifier
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Classifier

Sentence A

Sentence B

yes/no

How do we get such a representation?



From Word 
Embedding to 

Sentence Embedding



Doc2Vec



Bag-of-Words/Bag-of-n-grams

๏ Bag-of-Words (BOW): no word order, different sentences can have same meaning 

๏ Bag-of-n-grams: order in short context, data sparsity, high dimensionality, little sense about 
word semantics
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It was the best of times
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Weighted averaging of word embeddings

๏ Loses the word order in the same way as the standard bag-of-words models do.
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Framework of learning word vectors

๏ Map a word to a unique vector: A particular implementation for training the word vectors: 
code.google.com/p/word2vec/ (Mikolov et al., 2013a). 

๏ Predict the next word in a sentence
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Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.

Each of      is un-normalized log-probability 
for each output word  :

Training objective: maximize the average 
log probability:
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From Word2Vec to Doc2Vec 
Distributed Memory version of Paragraph Vector
๏ Paragraph Vector, an unsupervised 

algorithm that learns fixed-length 
feature representations from variable-
length pieces of texts (sentences, 
paragraphs, documents) 

๏ Assign a paragraph vector while 
sharing word vectors among all 
sentences. Then we either average or 
concatenate them (paragraph vector and 
words vector) to get the final sentence 
representation. 

๏ If you notice, it is an extension of the 
Continuous Bag-of-Word type of 
Word2Vec

16

Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.



From Word2Vec to Doc2Vec 
Distributed Memory version of Paragraph Vector
๏ Training stage: training to get word vectors 

W, softmax weights U, b and paragraph 
vectors D on already seen paragraphs 

๏ Inference stage: get paragraph vectors D for 
new paragraphs (never seen before) by 
adding more columns in D and gradient 
descending on D while holding W, U, b 
fixed. 

๏ D can be utilized for text classification tasks.
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Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.



From Word2Vec to Doc2Vec 
Distributed Bag of Words version of Paragraph Vector
๏ PVDOBW is another extension, this time of the 

Skip-gram type. 

๏ Here, we just sample random words from the 
sentence and make the model predict which 
sentence it came from(a classification task). 

๏ The authors of the paper recommend using 
both in combination, but state that usually 
PVDM is more than enough for most tasks.
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Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.



Doc2Vec on Sentiment Classification19

Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.



Doc2Vec on Information Retrieval20

Le et al., “Distributed Representations of Sentences and Documents” in ICML, 2014.



From RNN to CNN



From RNNs to Convolutional Neural Nets

๏ Recurrent neural nets cannot capture phrases without prefix context 

๏ Often capture too much of last words in final vector
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Softmax is often only calculated at the last step.



From RNNs to Convolutional Neural Nets

๏ What if we compute vectors for every possible word subsequence of a certain length? 

๏ Regardless of whether phrase is grammatical (not very linguistically or cognitively plausible)

23

tentative deal reached to keep government open



1d convolution

๏ 1D discrete convolution 

๏ Mostly utilized in signal processing 

๏ Example: (on the right) 
• Kernel window size: 3 
• Number of filters: 1 
• Padding size: 2 
• Stride size: 1

24
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(f ⇤ g)[n] =
MX

m=�M

f [n�m]g[m]



2d convolution

๏ 2D discrete convolution 

๏ Classically used to extract features from images 

๏ Example: (on the right) 
• Kernel window size: 3*3 
• Number of filters: 1 
• Padding size: 0 
• Stride size: 1
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Receptive field and CNN

๏ Convolutional Neural Networks (CNN) is a type of feedforward neural network. It is 
motivated by biologically receptive fields mechanism. 

๏ A receptive field is an area in which stimulation leads to response of a particular sensory 
neuron.
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Receptive field and CNN27

How to recognize?



Receptive field and CNN28

Convolutional filters Feature maps

an eye on the left?

an eye on the right?

a nose in the middle?

a mouse?

hair on the above?

a face?



Hierarchical feature representations29



CNN for sentence classification30

Yoon Kim, "Convolutional Neural Networks for Sentence Classification," in EMNLP, 2014

Model architecture:
single layer 1d CNN

Input: 2 channels
random vectors + word2vec

Feature extraction:
uses multiple filters (with varying window 

sizes) to obtain multiple features

Pooling:
1. capture the most important 
feature for each feature map. 
2. naturally deals with variable 

sentence lengths.

Regularization:
dropout and constraint l2-norms

of weight vectors



CNN for sentence classification31

Zhang et al., "A Sensitivity Analysis of (and Practitioners’ Guide to) Convolutional Neural Networks for Sentence Classification," arXiv

Following previous work 
(Kim 2014). 

Test the effects of 
different settings.

Effects of different settings:
1. input word vectors: 

word2vec, glove, 
concatenate

2. filter region size
3. number of feature maps
4. activation function
5. pooling strategy
6. regularization: dropout and 

l2 norm constraint

The best settings 
depends on the 

task and dataset!



Context Matters: 
ELMo



Context matters33

http://jalammar.github.io/illustrated-bert/



Word embedding polysemy issue34 Word Embedding Polysemy Issue

ᶉ Words are polysemy
9 An apple a day, keeps the doctor away. 
9 6PDUWSKRQH�FRPSDQLHV�LQFOXGLQJ�DSSOH��«

ᶉ However, their embeddings are NOT polysemy
ᶉ Issue
9 Multi-senses (polysemy)
9 Multi-aspects (semantics, syntax) tree

trees

rock

rocks

2



ELMo: Embedding from Language Models35 ELMo: Embeddings from Language Models

ᶉ Idea: contextualized word representations 
9 Learn word vectors using long contexts instead of a context window

9 Learn a deep Bi-NLM and use all its layers in prediction

have

a

a

nice

nice

day

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

9

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo: Embedding from Language Models36 ELMo: Embeddings from Language Models

1) Bidirectional LM

Forward LM

have

a

a

nice

nice

day

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.
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Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo: Embedding from Language Models37 ELMo: Embeddings from Language Models

1) Bidirectional LM

ż Character CNN for initial word embeddings
2048 n-gram filters, 2 highway layers, 512 dim projection

ż 2 BLSTM layers
ż Parameter tying for input/output layers

Backward LMForward LM

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

11

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo: Embedding from Language Models38 ELMo: Embeddings from Language Models

2) ELMo
ż Learn task-specific linear combination of LM embeddings
ż Use multiple layers in LSTM instead of top one

Ŷ ୲ୟୱ୩ߛ scales overall usefulness of ELMo to task
Ŷ ୲ୟୱ୩ݏ are softmax-normalized weights
Ŷ optional layer normalization

A task-specific embedding with combining weights learned from a downstream task

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

Backward LMForward LM

12

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo: Embedding from Language Models39

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

ELMo: Embeddings from Language Models

3) Use ELMo in Supervised NLP Tasks

ż Get LM embedding for each word

ż Freeze LM weights to form ELMo enhanced embeddings
: concatenate ELMo into the intermediate layer
: concatenate ELMo into the input layer

ż Tricks: dropout, regularization

The way for concatenation depends on the task

13

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo illustration40 ELMo Illustration

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

14

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018. http://jalammar.github.io/illustrated-bert/



ELMo illustration41 ELMo Illustration

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

15

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018. http://jalammar.github.io/illustrated-bert/



ELMo on Named Entity Recognition42 ELMo on Name Entity Recognition

Model Description CONLL 2003 
F1

Klein+, 2003 MEMM softmax markov model 86.07
Florian+, 2003 Linear/softmax/TBL/HMM 88.76
Finkel+, 2005 Categorical feature CRF 86.86
Ratinov and Roth, 2009 CRF+Wiki+Word cls 90.80
Peters+, 2017 BLSTM + char CNN + CRF 90.87
Ma and Hovy, 2016 BLSTM + char CNN + CRF 91.21
TagLM (Peters+, 2017) LSTM BiLM in BLSTM Tagger 91.93
ELMo (Peters+, 2018) ELMo in BLSTM 92.22

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.
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Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo results43 ELMo Results

ᶉ Improvement on various NLP tasks

Machine Comprehension
Textual Entailment

Semantic Role Labeling
Coreference Resolution

Name Entity Recognition
Sentiment Analysis

Good transfer learning in NLP (similar to computer vision)

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.
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Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo analysis44 ELMo Analysis

ᶉ Word embeddings v.s. contextualized embeddings

The biLM is able to disambiguate both the PoS and word sense 
in the source sentence

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.

18

Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



ELMo analysis45 ELMo Analysis
ᶉ The two NLM layers have differentiated uses/meanings

9 Lower layer is better for lower-level syntax, etc. (e.g. Part-of-speech tagging, 
syntactic dependencies, NER)

9 Higher layer is better for higher-level semantics (e.g. sentiment, semantic role 
labeling, question answering, SNLI)

Word Sense DisambiguationPoS Tagging

3HWHUV�HW�DO���³'HHS�&RQWH[WXDOL]HG�:RUG�5HSUHVHQWDWLRQV´��LQ�NAACL-HLT, 2018.
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Peters et al., “Deep Contextualized Word Representations”, in NAACL-HLT, 2018.



Structure Matters:
Hierarchical Sentence 

Factorization



Semantic matching47

Reading
Comprehension

Translation

Chatbot

Summarization Question Answering

query
response

long
short

question
answer

source
target

passages + question
answer



Semantic similarity estimation48

(5) Completely equivalent: they mean the same thing 
(4) Mostly equivalent: some unimportant details differ. 
(3) Roughly equivalent: some important information differs/missing. 
(2) Not equivalent: share some details. 
(1) Not equivalent: on the same topic. 
(0) On different topics.

Degree of semantic similarity between two sentences



Siamese neural network49



Siamese neural network50

Linear Structure



Natural Language is Flexible
Sentence A: 
The blue cat is chasing the brown mouse.

Sentence B: 
The brown mouse is being chased by the blue cat.



Natural Language is Flexible
Sentence A: 
The blue cat is chasing the brown mouse.

Sentence B: 
The brown mouse is being chased by the blue cat.

Normalized sentence: 
chase      blue cat     brown mouse.
Predicate Argument 0 Argument 1



Natural Language is Compositional

Sentence A: 
The blue cat is chasing the brown mouse.

Semantic Units: word, phrase, sentence



Natural Language is Hierarchical
Sentence A: 
The blue cat is chasing the brown mouse.

The blue cat is chasing the brown mouse.

The blue cat is chasing the brown mouse.



Input sentence pair55

Sentence A: The little Jerry is being chased by Tom in the big yard.

Sentence B: The blue cat is catching the brown mouse in the forecourt.

Flexible: normalize order

Compositional: factorize semantic units

Hierarchical: multi-layer factorization



Hierarchical sentence factorization56

Sentence A: The little Jerry is being chased by Tom in the big yard.

chase ��� 

Tom (0.0)

Jerry (0.1)

little (0.1.0)
yard (0.2)

big (0.2.0)

chase (0.0) 

Tom (0.1)

Jerry little (0.2)

little (0.2.1)
yard big (0.3)

big (0.3.1)

chase Tom Jerry little yard big (0)

chase (0.0.0) 

Tom (0.1.0)

Jerry (0.2.0)

yard (0.3.0)

AMR Purification Node TraversDO  

(a1) (a4)

AMR:
Abstract Meaning Representation

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Alignment57

chase (0.0) 

Tom (0.1)

Jerry little (0.2)

little (0.2.1)
yard big (0.3)

big (0.3.1)

chase Tom Jerry little yard big (0)

chase (0.0.0) 

Tom (0.1.0)

Jerry (0.2.0)

yard (0.3.0)

catch cat blue mouse brown forecourt (0)

cat blue(0.1)

mouse brown (0.2)

brown (0.2.1)

forecourt (0.3)

blue (0.1.1)

catch (0.0)
catch (0.0.0) 

cat (0.1.0)

mouse (0.2.0)

forecourt (0.3.0) 

(a4) (b4)

Sentence A: The little Jerry is being chased
        by Tom in the big yard.

Sentence B: The blue cat is catching
                                       the brown mouse in the forecourt.

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Word Mover’s Distance58

minimize
T�RM�N

+

�

i,j

TijDij

subject to
M�

i=1

Tij = �j 1 � j � N,

N�

j=1

Tij = �i 1 � i � M.

� = {�1, · · · , �M}: normalized bag-of-words vector of S1

� = {�1, · · · , �N}: normalized bag-of-words vector of S2

Dij : distance between word i � S1 and word j � S2

Tij : the portion of word i � S1 that transports to word j � S2

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Word Mover’s Distance59

minimize
T�RM�N

+

�

i,j

TijDij

subject to
M�

i=1

Tij = �j 1 � j � N,

N�

j=1

Tij = �i 1 � i � M.

� = {�1, · · · , �M}: normalized bag-of-words vector of S1

� = {�1, · · · , �N}: normalized bag-of-words vector of S2

Dij : distance between word i � S1 and word j � S2

Tij : the portion of word i � S1 that transports to word j � S2

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Ordered Word Mover’s Distance60

Morty is laughing at Rick

Mortyis laughing atRick

Morty is laughing at Rick

WMD Matching

OWMD Matching

minimize
T�RM�N

+

�

i,j

TijDij � �1I(T ) + �2KL(T ||P )

subject to
M�

i=1

Tij = ��
j 1 � j � N �,

N�

j=1

Tij = ��
i 1 � i � M �

I(T ) =
M ��

i=1

N ��

j=1

Tij

( i
M � � j

N � )2 + 1

Pij =
1

�
�

2�
e� l2(i,j)

2�2

l(i, j) =
|i/M � � j/N �|�
1/M �2 + 1/N �2

.

Inverse difference moment:

prior distribution for values in T:

Distance from point (i, j) to diagonal line:

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Results61

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Multi-scale sentence matching62

Sentence A Sentence B

Context Layer Contex Layer

Aggregation Layer

Prediction Layer Prediction Layer

(a) Siamese Architecture for Sentence Matching (b) Siamese Architecture with Factorized Multi-scale Sentence Representation 

Depth 0 Depth 1 Depth 2

Output Output

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



63

The little Jerry is  
being chased  

by Tom
in the big yard.

The blue cat is  
catching the  

brown mouse
in the forecourt.

chase

Tom

Jerry
little

yard
big

catch

cat
blue

m
ouse

brow
n

forecourt

+ + +

+++

=

=

= word vector

zero vector
or

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Multi-scale sentence matching64

Prediction Layer

Depth 0 Depth 1 Depth 2

Output

chase

Tom

Jerry
little

yard
big

catch

cat
blue

m
ouse

brow
n

forecourt

+ + +

+++

=

=

= word vector

zero vector
or

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Comparison to existing methods65

 
(Accuracy, F1, Pearson’s     , Spearman’s    )

Open source: https://github.com/BangLiu/SentenceMatching

Liu et al., “Matching Natural Language Sentences with Hierarchical Sentence Factorization”, in WWW, 2018.



Multitask Learning for 
Sentence Embedding



Motivation: limited training data

๏ Limited amounts of training data are 
available for many NLP tasks. 

๏ Multitask to Increase Data: perform multi-
tasking when one of your two tasks has 
many fewer data 

๏ Multitask to Increase Data: perform multi-
tasking when your tasks are related
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Types of learning

๏ Multi-task learning is a general term for training on multiple tasks 

๏ Transfer learning is a type of multi-task learning where we only really care about one of the 
tasks
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Universal Sentence Encoder (USE)

๏ Design an encoder that summarizes any given sentence to a 512-dimensional sentence 
embedding. 

๏ Use this same embedding to solve multiple tasks and based on the mistakes it makes on those, 
we update the sentence embedding.
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/



USE Encoder: Transformer

๏ 6 stacked transformer layers. Each layer has a self-attention module followed by a feed-forward 
network. 

๏ The output context-aware word embeddings are added element-wise and divided by the square 
root of the length of the sentence to account for the sentence-length difference. 

๏ Better accuracy, higher complexity.
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/



USE Encoder: Deep Average Network

๏ First, the embeddings for word and bi-grams 
present in a sentence are averaged together.  

๏ Then, they are passed through 4-layer feed-
forward deep DNN to get 512-dimensional 
sentence embedding. 

๏ Slightly reduced accuracy, more efficient 
inference
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/



Task: modified skip-thought

๏ The idea with original skip-thought paper from Kiros et al. was to use the current sentence to 
predict the previous and next sentence. 

๏ In USE, the same core idea is used. But instead of LSTM encoder-decoder architecture, 
transformer or DAN is used.
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/

Skip-Thought Vectors: https://arxiv.org/pdf/1506.06726.pdf



Task: conversational input-response prediction

๏ Predict the correct response for a given input among a list of correct responses and other 
randomly sampled responses. 

๏ The dot product of this two vectors (u for input and v for response) gives the relevance of an 
input to response.
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/



Task: natural language inference

๏ Predict if a hypothesis entails, contradicts, or is neutral to a premise
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Cer et al., “Universal Sentence Encoder”
https://amitness.com/2020/06/universal-sentence-encoder/



Which method is 
better?



Which model?

๏ Not very extensive comparison… 

๏ Wieting et al. (2015) find that simple word averaging is more robust out-of-domain 

๏ Devlin et al. (2018) compare unidirectional and bi-directional transformer, but no comparison 
to LSTM like ELMo (for performance reasons?) 

๏ Yang et al. (2019) have ablation where similar data to BERT is used and improvements are 
shown
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Which training objective?

๏ Not very extensive comparison… 

๏ Zhang and Bowman (2018) control for training data, and find that bi-directional LM seems 
better than MT encoder 

๏ Devlin et al. (2018) find next-sentence prediction objective good compliment to LM objective
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Which data?

๏ Not very extensive comparison… 

๏ Zhang and Bowman (2018) find that more data is probably better, but results preliminary. 

๏ Yang et al. (2019) show some improvements by adding much more data from web, but not 
100% consistent. 

๏ Data with context is probably essential.
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Todo

๏ Reading Assignment: A Sensitivity Analysis of (and Practitioners’ Guide to) Convolutional 
Neural Networks for Sentence Classification: https://www.aclweb.org/anthology/I17-1026.pdf 
(Due: Feb 4th, 2022 23:59pm, EST timezone) 

๏ Suggested Readings:  
• Doc2Vec: https://cs.stanford.edu/~quocle/paragraph_vector.pdf 
• Universal Sentence Encoder: https://arxiv.org/pdf/1803.11175.pdf 

Next lecture: Seq2Seq, Attention, Machine Translation
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Thanks! Q&A
Bang Liu 
Email: bang.liu@umontreal.ca 
Homepage: http://www-labs.iro.umontreal.ca/~liubang/
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