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© Lecture Outline

1. Paradigms of NLP Technical Development

2. Architectures for Pretrained Language Models
3. Prompting

4. Development of Prompting

5. The Prompt-based Massive Multi-task Learning



Paradigms of NLP
Technical Development




© Four Paradigms of NLP Technical Development

1. Feature Engineering

2. Architecture Engineering
3. Objective Engineering
4. Prompt Engineering



© Feature Engineering

o Paradigm: Fully supervised learning (Non-neural network)
© Time Period: Most popular through 2015

© Characteristics: CLS TAG
® Non-neural machine learning models mainly used e
® Require manually defined feature extraction
© Representative Work: GEN
® Manual features — linear or kernelized SVM e e
|

Manual features — conditional random fields (CRF) o ed e

GEN: Text generation

. Unsupervised training
. Supervised training

- Sup. + Unsup. training
— : Textual prompt

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



O Architecture Engineering

o Paradigm: Fully supervised learning (Neural networks)
© Time Period: About 2013-2018
@ Characteristics:

® Rely on neural networks

® Don’t need manually defined features

® Should modify network structure (e.g., LSTM vs. CNN)

® Sometimes use pretraining of LMs but often only for shallow
features such as embeddings (word2vec / GloVe)

© Representative Work:
® CNN/LSTM for text classification

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.

CLS TAG
LM

GEN

CLS: Classification
TAG: Seq tagging
GEN: Text generation

. Unsupervised training
. Supervised training

- Sup. + Unsup. training
— : Textual prompt




@ Objective Engineering

o Paradigm: Pre-train — Fine-tune
© Time Period: 2017-Now

o Characteristics: CS 1AG
® Pre-trained LMs (PLMs) used as initialization of full model — NG o
both shallow and deep features
® Less work on architecture design, but engineer objective {GEN
functions N
o Representative Work: SEN: Toxt generator
® BERT + Fine-tuning

. Supervised training
- Sup. + Unsup. training
—— : Textual prompt

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



© Prompt Engineering

o Paradigm: Pre-train — Prompt — Predict
© Time Period: 2019-Now

@ Characteristics: CLS TAG
® NLP tasks are modeled entirely by relying on LMs e e
®

The tasks of shallow & deep feature extraction, and
prediction of the data are all given to the LM

— > GEN

® Engineering of prompts is required LS. Cimesitontion
. TAG: Seq taggin
o Representative Work: GEN: Toxt generation
. Unsupervised training
* GPT-3

. Supervised training
- Sup. + Unsup. training
—— : Textual prompt

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



Architectures for

Pretrained Language
Models (PLMs)




@ PLMs Categorized by Architectures

©

©

©

Transformer Encoder
BERT, RoBERTa, SpanBERT, XLNet...

Transformer Decoder
GPT, GPT-2, GPT-3...

Transformer Encoder-Decoder
75, BART, mBART, MASS, XNLG...
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@ PLMs Categorized by Frameworks

© Some popular frameworks include...
®* Left-to-Right LM
® Masked LM
®  Prefix LM

® Encoder-decoder



@ Left-to-Right Language Model

© Characteristics
® First proposed by Markov (1913)

® Count-based — Neural network-based 2
® Specifically suitable to highly larger-scale LMs
o Example: GPT, GPT-2, GPT-3
L1 L2 L3 n Y2

(a) Left-to-right LM.
® Roles in Prompting Methods

® The earliest architecture chosen for prompting



@® Masked Language Model

@ Characteristics
® Unidirectional — Bi-directional prediction
® Suitable for NLU tasks
® Not suitable for NLG tasks

© Example: BERT, ERNIE
L1 _ Ir3
(b) Masked LM.



@ Prefix Language Model

@ Characteristics
® A combination of Left-to-Right LM and Masked LM

® Use a Transformer but 2 different mask mechanisms to handle text X and y
separately

® Corruption operations can be introduced when encoding X

9 xr3 (751 Y2

o Example: UniLMv1/v2, ERNIE-M

L1 L2 L3 Y1 Y2
(c) Prefix LM.



® Encoder-Decoder

© Characteristics
® A denoised auto-encoder

® Use 2 Transformers and 2 different mask mechanisms to handle text X and
y separately

® Corruption operations can be introduced when encoding X

Y2

o Example: 15, BART

L1 L2 L3 Y1 Y2
(d) Encoder-Decoder.



Prompting




@ What is Prompting?

® Encouraging a pre-trained model to make particular predictions by
providing a “prompt” specifying the task to be done

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



@® Terms About Prompts

Input «: the original input text of a task

Label y: the original output of a task

Template/Pattern P(x): a sentence that contains one masked section
Verbalizer v(y): transforming label to a token or a text span

© 00 0 0 o0

Answer z: the text filled to the template’'s masked section by the model

E.g., For a sentiment classification task,

v(POS) =“great”
v(NEG) ="terrible”

POS
X P(x) Z y

Template: [x] It was [Z] PLM
‘ It was ‘ It was qgreat

Schick, T, Schutze, H. 2020. Exploiting cloze questions for few shot text classification and natural language inference. In EACL 2021.



@ Typical Workflow of Prompting

1. Prompt Addition: Generate prompt with masked section by pattern P
2. Answer Prediction: Fill in answer z to the masked section by PLM
3. Mapping: Given predicted answer z, map it back to the label

v(POS) =“great”
v(NEG) ="terrible”

POS
X P(x) Z y

Template: [x] It was [Z] PLM
‘ It was ‘ It was qgreat

Schick, T, Schutze, H. 2020. Exploiting cloze questions for few shot text classification and natural language inference. In EACL 2021.



@ Different Types of Prompts

© Cloze Prompt: [/ | think itis a [z] restaurant
® Suitable for Masked LMs (BERT, RoBERTa...)

© Prefix Prompt: [x/ | think it is [z]

® Suitable for Left-to-right LMs (GPT-2, GPT-3...), Prefix LMs (UniLMv1/v2),
and Encoder-Decoders (TS5, BART...)

Ig I3 (A1 Y2 - I3 L2 I3 Y1 Y2 : Y2
I I I3 i Y2 I _ I3 I T2 T3 n Yo I1 I I3 i 2
(a) Left-to-right LM. (b) Masked LM. (c) Prefix LM. (d) Encoder-Decoder.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



@ Different Types of Answers

© Token: Answer is one token in the vocabulary
® E.g., Sentiment classification: I love this movie. This movie is {qreat, bad...}

© Span: A short multi-token span. Typically used with cloze prompts

® E.g., Topic classification: He trained a neural network. This sentence is
about {machine learning, quantum physics...}

© Sentence: An arbitrary length sentence. Typically used with prefix prompts

® E.qg., Machine translation: English: | love natural language processing.
French: {J'adore le traitement automatique du langage naturel}

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



@ Different Types of Training Strategies

Strategy LM Params Tuned Additional Trainable Examples

Params for Prompt

Promptless . .
Fine-tuning v N/A BERT Fine-tuning
Tuning-free
Prompting GPT-3
Fixed-LM

Prompt Tuning Prefix-tuning

Fixed-prompt
LM Tuning

PET

Prompt+LM

Fine-tuning PADA

L S X X

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



® Different Types of Settings

o Zero-shot: without any explicit training samples of the downstream task
© Few-shot: only few training samples (e.g., 1-100) of the downstream task
© Full-data: Use plenty of training samples (e.g., 10K) from the full dataset

Few-shot

In addition to the task description, the model sees a few
Zero-shot

examples of the task. No gradient updates are performed.
The model predicts the answer given only a natural language

description of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
Translate English to French: task description | -
peppermint => menthe poivrée
cheese => prompt

plush girafe => girafe peluche

cheese => prompt

Brown, T. et al. 2020. Language Models are Few-shot Learners. In NeurlPS 2020.



@ Some Examples of Prompting

Type Task Input ([X]) Template Answer ([Z])
great
Sentiment [ love this movie. [X] The movieis [Z]. fantastic
Sports
Text CLS Topics He prompted the LM. [X] The text is about [Z]. science
quantity
Intention What is taxi fare to Denver? [X] The question is about [Z]. city
Aspect Bad
Text-span CLS S Pe Poor service but good food. [ X] What about service? [Z]. Terrible
entiment
[X1]: An old man with ... Yes
Text-pair CLS NLI [X2]: A man walks ... (X117 [Z2]. [X2] No
[ X1]: Mike went to Paris. organization
Tagging NER [X2]: Paris [X1] [X2] 1sa [Z] entity. location
The victim ...
Summarization  Las Vegas police ... [X] TL:DR: [Z] A woman ...
Text Generation
[ love you.
Translation Je vous aime. French: [X] English: [Z] [ tancy you.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



@ Using Prompts in More Complicated Tasks

@ Natural Language Inference (NLI)
¢ ? {Yes (Entailment), No (Contradiction), Maybe (Neutral)}
¢ ? Yes.

© Aspect-Based Sentiment Analysis (ABSA)
¢ The [Aspect] is [Opinion] ? {Yes, No}. This is {POS, NEG, NEU,.
¢ The
owners are great fun ? Yes. This is POS.

Li, C. et al. 2021. Sentiprompt: Sentiment knowledge enhanced prompt-tuning for aspect-based sentiment analysis. arXiv:2109.08306
Schick T, Schutze H. 2020. Exploiting cloze questions for few shot text classification and natural language inference. arXiv:2001.07676.



® Why Prompting?
© The PLM may be too large to fine-tune.
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Brown, T. et al. 2020. Language Models are Few-shot Learners. In NeurlPS 2020.
Smith, S, et al. 2022. Using DeepSpeed and Megatron to Train Megatron-Turing NLG 530B, A Large-Scale Generative Language Model. arXiv:2201.11990.



@ Why Prompting? (contd.)

©

When dealing with multiple tasks, only need to keep one copy of PLM!
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® Why Prompting? (contd.)

© When dealing with multiple tasks, only need to keep one copy of PLM!
© Note: the previous most popular solution for this is called Adapters.
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Houlsby, N. et al. 2019. Parameter-Efficient Transfer Learning for NLP. In ICML 2019.



® Why Prompting? (contd.)

© Large PLMs performs well under even zero-shot setting using prompts.

LAMBADA LAMBADA StoryCloze HellaSwag Setting NaturalQS WebQS TriviaQA
Setting (acc) (ppD (acc) (acc) RAG (Fine-tuned, Open-Domain) [LPP*20] 44.5 45.5 68.0
, T5-11B+5S5M (Fine-tuned, Closed-Book) [ERS20 36.6 4477 60.5
SOTA 68.0° 8.63" 91.8" 85.6° iy oo (Hne-tuned, 1-losed-Bool) [RES20)
- (Fine-tuned, Closed-Book) 34.5 37.4 50.1
GPT-3 Zero-Shot 76.2 3.00 83.2 78.9 GPT-3 Zero-Shot 14.6 14.4 64.3
GPT-3 One-Shot 72.5 3.35 84.7 78.1 GPT-3 One-Shot 23 () 75 3 6%.0
GPT-3 Few-Shot 86.4 1.92 87.7 79.3 GPT-3 Few-Shot 299 41.5 71.2
Lambada TriviaQA
Human
70  Fine-tuned SOTA s
90 -
80 | i . 60
70 _Zero-Shot SOTA -
%) » Y
@ > @ 40
o 3
< s < 30
40 20
—e— Zero-Shot —e— Zero-Shot
30 —e— One-Shot 10 —«— One-Shot
- »— Few-Shot (K=15) +— Few-Shot (K=64)
0.1B 04B 08B 13B 26B 678  13B 1758 0.1B 08B 1.3B 26B 678 13B 1758

Parameters in LM (Billions)

Brown, T. et al. 2020. Language Models are Few-shot Learners. In NeurlPS 2020.

Parameters in LM (Billions)



© Why Prompting? (contd.)

© A good prompt is worth hundreds to thousands of labeled data.
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Scao, T L, Rush, A M. 2021. How many data points is a prompt worth?. In NAACL-HLT 2021.



@ Why Prompting? (contd.)

© Researchers’ interest in prompting is HIGH!

Trend of Prompt-based Research

140

128

120

40

20

http://pretrain.nlpedia.ai/



© What is the Problem with Prompting?

@ Itis hard to manually design a “good” prompt.

Prompt

| X] 1s located in [Y]. (original)

1s located in which country or state? [Y].
1s located in which country? [Y].

1s located in which country? In [Y].

S

Table 1. Case study on LAMA-TREX P17 with bert-base-cased. A
single-word change 1n prompts could yield a drastic difference.

Liu, X, et al. 2021. GPT Understands, Too. arXiv: 2103.10385.
Jiang, Z, et al. 2020. How Can We Know What Language Models Know? In TACL 2020.

Prompts
manual DirectX is developed by ¥Vman
mined Vmine released the DirectX

paraphrased  DirectXis created by Vpara

Top 5 predictions and log probabilities

Yman Ymine Ypara
1 Intel -1.06 Microsoft -1.77 Microsoft -2.23
2 Microsoft -2.21 They -2.43 Intel -2.30
3 IBM -2.76 It -2.80 default -2.96
4 Google -3.40 Sega -3.01 Apple -3.44
5 Nokia -3.58 Sony -3.19 Google -3.45

Figure 1: Top-5 predictions and their log probabilities
using different prompts (manual, mined, and para-
phrased) to query BERT. Correct answer 18 underlined.



©® How to Select a Strategy to Use PLMs (Currently)

© Promptless Fine-tuning @ |If you have a huge PLM to use
(e.g., GPT-3)?
© Fixed-prompt Tuning

Vs % @ If you have few training

© Prompt+LM Fine-tuning //// examples?
/
® Tuning-free Prompting @ If you have lots of training
examples?

© Fixed-LM Prompt Tuning



Development of
Prompting




@ From a General View

@ In this section, we will very briefly introduce the papers in green rectangles
In an approximately chronological order (More details will be covered in
your mini-lecture!):

o [ -
| incering §4 [T Shape | Cloze }— |LAMA [133]; TemplateNER [29]
Prefix-Tuning [96];
{ Prefix ]7 PromptTuning [91]
{Human Effort}{ Hand—crafted]f LAMA [133]; GPT-3 [16]
{ Automated }{ Discrete ]— AdvTrigger [177];| AutoPrompt [159]

_ Prefix-Tuning [96];
{ Continuous ]* PromptTuning [91]

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.




© LAMA: Patterns to Probe Knowledge in PLMs

© Use a prompt to probe knowledge in unfine-tuned PLMs, like querying a KG

@ Contains templates for a set of datasets for knowledge probing (a.k.a LAMA
Probes), which forms a knowledge probing task for PLMs

Memory Query Answer

(DANTE, born-in, X)
Y

Symbolic
ANTE ] > ['LORENCE
Memory Access

“Dante was born in [MASK|.”

A Y »
Neural LM Flor
Memory Access orence

Figure 1: Querying knowledge bases (KB) and lan-
cguage models (LM) for factual knowledge.

e.gq. ELMo/BERT

Petroni, F, et al. 2019. Language Models as Knowledge Bases?. In EMNLP 2019.



@ LPAQA: Easily Generate More Patterns for Ensembling

© Simple ways to generate & select prompts (especially for relation
extraction tasks)

® Prompt mining (answers — prompts)

e Middle-word prompts: was born in Hawaii — [x] was born in [y]
— T 7 T
* Dependency-based prompts: Th ital of s Paris — ital of [x] i
D Yy D D e capl\a/ o\/ IS Paris — capital o IS [V]

® Prompt paraphrasing (existing prompts — new prompts)

* Back-translation: [/ shares a border with [y]{ 2, H .omoe, - [x] adjoins [y]

Jiang, Z, et al. 2020. How Can We Know What Language Models Know?. In TACL 2020.



©® GPT-3: Fine-tuning is Not Needed!

® Instead of fine-tuning, GPT-3
uses “in-context learning”

© [he task description and examples
forms the “context”, while the
prompt completes the task

@ Large PLM + in-context learning
works surprisingly well

o Later works refine the way to
choose and orders in-context
examples

Brown, T. et al. 2020. Language Models are Few-shot Learners. In NeurlPS 2020.

The three settings we explore for in-context learning

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description
cheese == prompt
One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

sea otter == loutre de mer example

cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe == girafe peluche

cheese => prompt

Traditional fine-tuning (not used for GPT-3)

Fine-tuning

The model is trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1
peppermint => menthe poivrée example #2
plush giraffe == girafe peluche example #N
cheese ==> prompt



© PET: You Don’t Need a Huge PLM to Beat GPT-3

Fixed-prompt LM Tuning + ALBERT-xxlarge-v2 >= GPT-3 in few-shot setting

7

O,

Params BoolQ CB COPA RTE WiC WSC MultiRC ReCoRD Avg

Model (M)  Acc. Acc. / F1 Acc. Acc. Acc Acc EM /Fla Acc. / Fl -
GPT-3 Small 125 43.1 42.9/26.1 67.0 523 498  58.7 6.1/45.0 69.8/70.7 50.1
GPT-3 Med 350 60.6 589/404 640 484 550 60.6 11.8/559 772/779 56.2
GPT-3 Large 760 620 53.6/326 720 469 530 548 16.8/64.2 81.3/82.1 56.8
GPT-3 XL 1,300 64.1 69.6/48.3 77.0 509 530 490 208/654 83.1/84.0 60.0
z GPT-3 2.7B 2,700  70.3 67.9/45.7 83.0 56.3 516 625 2477/69.5 86.6/87.5 643
= GPT-36.7B 6,700 70.0 60.7/44.6 83.0 495 53.1 673 238/664 87.9/88.8 63.6
GPT-3 13B 13,000 70.2  66.1/46.0 86.0 60.6 51.1 75.0 250/693 889/89.8 669

test

175,000
223

75.6/52.0
87.2/60.2
88.8/79.9
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36.4/76.6
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Schick, T, Schutze, H. 2021. It's Not Just Size That Matters: Small Language Models Are Also Few-Shot Learners. In NAACL-HLT 2021.

Parameters (Millions)



O AutoPrompt: Prompts Can Be Automatically Optimized

o Automatically optimize arbitrary prompts based on existing words
@ Train “trigger tokens” as prompt using SGD. Doesn’t have to be meaningful.

Original Input @iy AUTOPROMPT & prompt

a real joy. a real joy. atmosphere alot dialogue Clone totally
Trigger Tokens g I Masked LM
atmosphere, alot, dialogue, Clone... p([MASK] |2 prompt ) (Y| prompt )

| Cris
| marvem positive
— | philanthrop
Template A(Zinp, Zirig) o
incompetence negative
fsentence}[T][T][TI[T][T][P]. j Emr >®—F

Shin, T, et al. 2020. AutoPrompt: Eliciting Knowledge from Language Models with Automatically Generated Prompts. In EMNLP 2020.




@ Prefix-Tuning: Do Prompts Have to Be Discrete?

© Directly optimize the embedding vectors for the prompt, instead of words
@ Adds fixed-length trainable prefix vectors to each Transformer layer

Fine-tuning Autoregressive Model (e.g. GPT2)
PREFIX : . . .
Transformer (Translation) _ £ isource table) - l y (target utterance) _I
. -+ 1+ r 1+ -+ 1+ r 1711 r _ll , I )
Z Harry Potter , Education , Hogwarts [SEP] Harry Potter is graduated from Hogwarts .
Transformer (Summarization)
| | | [ 1 [ ] ] 1 [ | [ ] [ | . .
Activation h1 ho h3 ha h5 h-ﬁ b= hg hg hl[] hi1 his hlg hi4 h15
Transformer (Table-to-text)
Indexing 1 2 3 4 5 6 I 8 9 10 11 12 13 14 15
L 11 IL ]
Pigx = [1,2] Xigx = [3,4,5,6,7, 8] Yiax = [9,10,11,12, 13, 14, 15]
name Starbucks type coffee shop [SEP] Starbucks serves coffee
(Trfrfgzit)i(on) Input (table-to-text) Output (table-to-text) Encoder-Decoder Model (e.g. BART) PREFIX
—1 [ . . PREFIX Z (source table, PREFIX’ 1 (target utterance)
" Prefix Prefix-tuning [ T 1 11 - 1 ]
(Summarizlilitm) 2 Harry Potter , Education , Hogwarts [SEP] Harry Potter is graduated from Hogwart
N ( .
Prefix Transformer (Pretrained -
F(‘I’able-to-text) ( ) Activation hl hg hg h.g; h-g, h-ﬁ h'? hg h'El IF-'51[]- hll hlﬂ hlﬂ hhl hlE h‘lﬂ h‘l?
\
. ) L ]| ] | J1 ]
Piux = [1}2] Kige = [3,4, 2,0,7, 8] Pig« += [‘El1 1[]] Yide = [1 1,12,13, 14, 15, 16, 1?]
name Starbucks type coffee shop [SEP] Starbucks serves coffee

Input (table-to-text) Output (table-to-text)

Li, X L, Liang, P. 2021. Prefix-Tuning: Optimizing Continuous Prompts for Generation. In ACL 2021.



® Prompt-Tuning: Continuous Prompts at its Best

o Optimizing only the prefix for embedding layer instead of all layers in
prefix-tuning
© Lots of useful ablation studies about different designs!

4 Pre-trained R —®-— Model Tuning —Hl- Prompt Design
Model Tuning Model Prompt Tuning —~®= Model Tuning (Multi-task) == Prompt Tuning
_ (11B params) 1P

|
|
|
| .
al 4 N Mixed-task
Task A —32—_)__ Task A Model | Batch 2
Batch (11B params) | LA AT a1 p . v
\ 2 C | c1 Pre-trained S a0
5 r | LB Bl bl — Model -
Task B Task B Model | | e (11B params) = o
> C 02 ~ J G)
Batch (11B params) | | LC = 70
N | Task Prompts 5
= 4 N | (20K params each)
Task C [c2] | Task C Model | ! o0
Batch (11B params) | |
N J |

50

1011

Model Parameters

Lester, B, et al. 2021. The Power of Scale for Parameter-Efficient Prompt Tuning. In EMNLP 2021.



® Multi-prompt Learning

© 4 representative processes: Prompt ensembling; Prompt augmentation;
Prompt composition; Prompt decomposition.

- Input = Subject: China; Relation: 1sCapital - Input | Add up two numbers: 6, 8
4 ) 4 N
PR1| China’s capital 1s [MASK]. Ans-PRI [ 1+1=2 ]

L» PR2| [MASK] 1s the capital of China. > N Ans{PRQ 2+5=9 ]
PR3| The capital of China 1s [MASK]. L>PR ‘ 6 + 8 = [MASK] }——*
N J N J
(a) Prompt Ensembling. (b) Prompt Augmentation.

Input (X) Google became a subsidiary of Alphabet. — Input (X) | Mike went to New York yesterday.

e ™~ r \
Sub-PR1 | [X] The [MASK] Google. J PR [X] Mike is [MASK] entity type,
New York 1s [MASK] entity type.
Sub-PR2 | [X] The [MASK] Alphabet. | “ ] ’
\
| Sub-PR3 | [X] Google [MASK] Alphabet. ‘ Sub-PR1 { [X] Mike is [MASK] entity type. >
PR - ) S
' Sub-PR2 ‘ [X] New York 1s [MASK] entity type. >
[X] The [MASK] Google [MASK] the [MASK] Alphabet. J—" Y.
(¢) Prompt Composition. (d) Prompt Decomposition.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



® Multi-prompt Learning

© Prompt Ensembling: Use multiple prompts and perform model ensembling
techniques like weighted averaging or majority voting

~—— Input ‘ Subject: China; Relation: 1sCapital

o )
PR1| China’s capital is [MASK].

\—=| PR2 r [MASK] 1s the capital of China. |

PR3| The capital of China 1s [MASK].
N J

(a) Prompt Ensembling.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



® Multi-prompt Learning

© Prompt Augmentation: Provide some examples of correct answers to the
prompt. The selection and ordering of the examples are crucial.

( I
Ans-PRI | 1+1=2 ]
v
“—| Ans-PR2 24+5=9 ]
L>PR 6 + 8 = [MASK] >
\_ ) ),

(b) Prompt Augmentation.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



® Multi-prompt Learning

© Prompt Composition: For composable tasks (like relation extraction),
compose several small sub-prompts into a single complete prompt for the task.

Input (X) ( Google became a subsidiary of Alphabet. ‘

g 3

Sub-PR1 | [X] The [MASK] Google.

Sub-PR2 | [X] The [MASK] Alphabet. |

Sub-PR3 r [X] Google [MASK] Alphabet.

MR
PR 1
[X] The [MASK] Google [MASK] the [MASK] Alphabet. l—*

(¢) Prompt Composition.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



® Multi-prompt Learning

© Prompt Decomposition: For tasks that needs multiple predictions (like
sequence labeling), break down into sub-prompts and answer each separately.

Mike went to New York yesterday. ‘

[X] Mike is [MASK] entity type,

PR
New York 1s [MASK] entity type.
l I
Sub-PR1 [ [X] Mike is [MASK] entity type. >
Sub-PR2 [ [X] New York is [MASK] entity type. >
_/

(d) Prompt Decomposition.

Liu, P. et al. 2021. Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing. arXiv:2107.13586.



The Prompt-based
Massive Multi-task
Learning




® How Does Prompting Affects Pretraining?

@ Why different prompts for a single input have huge performance gap?

© A possible reason: the prompt’s expression is not like the ones PLM sees
during pretraining; a gap has to be bridged

© What if PLM sees such “prompt-like” expressions during pretraining?

Prompt P@]
[ X 1s located in [Y]. (original 31.29  «The expressions in the pretraining corpus are like this.
| X] 1s located 1in which country or state? [Y].
[ X] 15 located 1n which country? [Y]. —What if we add lots of such kind of sentences for pretraining?
| X] 1s located in which country? In [Y].

Table 1. Case study on LAMA-TREX P17 with bert-base-cased. A
single-word change in prompts could yield a drastic difference.

Liu, X, et al. 2021. GPT Understands, Too. arXiv: 2103.10385.



@ MetalCL: No Need for Patterns After Meta Learning

© Meta-learning for in-context learning: train the model to recognize task
based on context instances (with meta-learning on 142 tasks)

© No need for patterns: concatenate k labeled instances with the input

Meta-training Inference
Task C' meta-training tasks An unseen target task
Training examples (x1,y1),- -+, (Tk, Yk ),

Data given ~ Training examples 7; = {(z},y})},, Vi € [1,C] (Ni > k) Test input z

For each 1teration,
I. Sample task 7 € [1, C]
2. Sample k 4+ 1 examples from 7;: (x.

Objective

Meta-training Tasks Target Task (Unseen)
Task 1 Task 2 Task C Target Task
(1, ¥1) (xf, ¥7) (1, ¥1) (%1, ¥1)
(x3,73) (x3,93) v (x5, %) (¥2,y2)
.. s BB x ?
(xlzbl’ yl%ll) (xl%lzl y]%fz) (xlgc' y]%c)

Min, S, et al. 2021. MetalCL: Learning to Learn In Context. arXiv:2110.15943.



@ FLAN: Bridge the Gap by Instruction Tuning

© Fine-tune PLM on “instructions’ from diverse labeled datasets

1. Construct 10 templates for each
dataset

2. Randomly select instance +
template from all datasets to
construct “instruction”

3. Instruction-tune PLM on all tasks
4. /Zero-shot inference on unseen

(A) Pretrain—finetune (BERT, T5) (C) Instruction tuning (FLAN)

N
Pretrained Finetune on Inference
task A > ontask A (’

Instruction-tune on Inference

task-specific examples
* One specialized model LM

for each task

+ Typically requires many [ Pretrained
>
J

k rnBang tgsks : on task A

(B) Prompting (GPT-3)
p

- Model learns to perform Inference o
prove performance .
many tasks via natural unseen task

via few-shot prompting
P i or prompt engineering Inf . .
| b I - language instpuction
\ N

Finetune on many tasks (“instruction-tuning”) /

Input (Commonsense Reasoning) ' Input (Translation)

Here is a goal: Get a cool sleep on Translate this sentence to
summer days. Spanish:

How would you accomplish this goal? The new office building
was built in less than three

Nl %

Inference on unseen task type

Input (Natural Language Inference)

Premise: At my age you will probably
have learnt one lesson.

OPTIONS:

-Keep stack of pillow cases in fridge. months. S G e,
-Keep stack of pillow cases in oven. Target lessons yoﬁ'll learn by your thirties.
Target El nuevo edificio de oficinas Does the premise entail the hypothesis?
keep stack of pillow cases in fridge se construyé en tres meses. OPTIONS:

-yes | [ -it is not possible to tell | | -no

task with instruction (prompt)

Wei, J, et al. 2021. Finetuned Language Models are Zero-Shot Learners. In ICLR 2022 (Oral).

Sentiment analysis tasks
Coreference resolution tasks

FLAN Response

It is not possible to tell



@ FLAN: Bridge the Gap by Instruction Tuning (contd.)

©

Total 62 datasets for instruction-tuning
NLU tasks in blue, NLG tasks in teal

Example instruction templates for NLI

H
Use textual instructions to describe the task C{y

Fine-tune PLM on “instructions” from diverse labeled datasets

’rNgggrgl language infgrgnggﬁ\1 %Qmmgnggngg‘\ (- Sentiment \( Paraphrase h i{rCI -book \) (M\‘ '/—Translation R
(7 datasets) (4 datasets) (4 datasets) (4 datasets) (3 datasets) (4 datasets) (8 datasets)
(ANLI(R1-R3))(_ RTE )| [(__CoPA )I|(_ IMDB )|f(" MRPC )||(ARC (easychal))||(CommonGen) || (ParaCrawl ENIDE )
(B ) SNL )||[(HellaSwag )|[(_ Sent140 )||C aQap )| Na )[|(_ DART )||(Paracraw ENES)
( MNL ) WNLL )1 PiQA )| ssT-2 )| Paws || TQA )||( E2ENLG ) || (Paracraw EN/FR)
& QNLI ) ) L\(StoryCloze)J k[ Yelp )J l\[ STS-B ), L ) k( WEBNLG ),J (WMT-16 EN/CS )
p - N [ P \ : \ — \ (WMT-16 EN/DE )
Readin mp. Read. comp. w/ Cor n Misc. Summarization (WMT—1BENIFI)
(5 datasets) commonsense (3 datasets) (7 datasets) (11 datasets)
(Boolq )(OBQA)|| (2datasets) || ™ ppp— )| ((ConA (TREC))| | (_AESLC ) (Multi-News)(_SamSum ) (WMT-16 EN/RO )
( DROP )(SQuAD)| | ( CosmosQA )| |( Winogrande ) Eﬁvﬂﬁf 3% (r'iﬂoal_t,:% E gﬁﬂ%ﬁ %%Or;l;:r;ri?}:l% %Wik;gi:; EN% Eiﬂ:jl Z E::::J]
§ kg ReCoRD )J \g WSC273 j_) &FixF‘unctuatinn {NLG)_?) \g Gigaword ) (Opin-Abs: Movie ) JAS y
Premise Template 1 Template 3
(Iiussian cosmonaut Valery Polyakuv\ ’/;:premise:‘-* ) )

set the record for the longest
continuous amount of time spent in
space, a staggering 438 days,
\Petween 1994 and 1995.

j

pothesis

ussians hold the record for the
longest stay in space.

Target

Entailment
Not entailment

Options:
=D - }fEE
- No

Wei, J, et al. 2021. Finetuned Language Models are Zero-Shot Learners. In ICLR 2022 (Oral).

—

)

Based on the paragraph
above, can we conclude that
<hypothesis>?

C’.uptiunsb ) | Hypothesis: <hypothesis>
TEme!E 2 <options>

Cpremiseb AN

Can we infer the following? Template 4, ...

<hypothesis>

<options>
L\D

Premise: <premise>

Read the following and
determine if the hypothesis can
be inferred from the premise:

C




® FLAN: Bridge the Gap by Instruction Tuning (contd.)

© Fine-tune PLM on “instructions” from diverse labeled datasets
© Makes texts seen in pretraining & inference more similar
© Only helps large PLMs to generalize; small models are limited by capacity

Natural language inference

ANLI R2 O Y%
ANLI R3 C -5( Performance on held-out tasks
ANLI R1 (¢ 70
o8 o Lo S > Instruction tuning
© 2
— o
a L
© o O £ 60
w* = L
4
£ 5 Untuned model
L O 50
X SO
O% N @
O i -
M 40
Y% FLAN 137B m
O LaMDA-PT137B T =
GPT-3175B = o
GLaM 64B/64E =
Supervised model 30 0.4B 2B 5B 68B 137B

| . | | 1 | | | Model Size (# parameters)
0 20 40 60 80 100
Zero-shot performance

Wei, J, et al. 2021. Finetuned Language Models are Zero-Shot Learners. In ICLR 2022 (Oral).



@ TO0: More Diverse Instructions, Less Parameters

© Also fine-tune PLM on prompts from diverse labeled datasets
© Some differences vs. FLAN:

Strategy

Summarization

Poundland store on Whymark Avenue [...] How

The picture appeared on the wall of a
would you rephrase that in a few words?

T5+LM (Enc-Dec)
trained with MLM

La M DA' PT ( DeC) Sentiment Analysis

PLM Selection . .
tralned W|th LM [ Review: We came here on a Saturday night

is believed to be
behind [...]

Graffiti artist Banksy}

and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

Dataset COunt 171 62 [I know that the answer to “What team did

10

the Panthers defeat?” is in “The Panthers
finished the regular season [...]"”. Can
you tell me what it is?

Arizona Cardinals ]

Multi-task training

TO ta I P rom p tS 1 9 3 9 6 2 O Zero-shot generalization

Natural Language Inference

and the athlete”. Can we infer that "The

Suppose “The banker contacted the professors
banker contacted the professors"?

Crowdsourcing Manually design
(more diversity) (less diversity)

Prompt Source

Sanh, V, et al. 2021. Multitask Prompted Training Enables Zero-Shot Task Generalization. In ICLR 2022 (Spotlight).



@ T0: More Diverse Instructions, Less Parameters (Contd.)

©

-

Multiple-Choice QA
CommonsenseQA

DREAM
QuAIL
QuaRTz
Social IQA
WIQA
Cosmos QA
QASC
QuaRel
SciQ
Wiki Hop

-

Extractive QA
Adversarial QA

Quoref
ROPES
DuoRC

Closed-Book QA

N

Structure-To-Text

Hotpot QA Common Gen
Wiki QA Wiki Bio
's s
Sentiment Summarization
Amazon CNN Daily Mail
App Reviews Gigaword
IMDB MultiNews
Rotten Tomatoes SamSum
Yelp XSum
L.
( Paraphrase
Topic Classification Identification
AG News MRPC
DBPedia PAWS
TREC QQP

Training tasks in yellow, validation tasks in green

-

COPA
HellaSwag
Story Cloze

Sentence Completion

!

A

-

Natural Language
Inference

ANLI
CB
RTE

N

Coreference
Resolution

WSC

Winogrande

Word Sense
Disambiguation

WiC

BIG-Bench
Code Description
Conceptual
Hindu Knowledge
Known Unknowns
Language ID
Logic Grid
Logical Deduction
Misconceptions
Movie Dialog
Novel Concepts
Strategy QA
Syllogisms
Vitamin C

Winowhy

Also fine-tune PLM on prompts from diverse labeled datasets

Premise Template 3

Russian cosmonaut Valery Polyakov
set the record for the longest
continuous amount of time spent in
space, a staggering 438 days,
between 1994 and 1995.

Template 1

<premise>

\
Read the following and
determine if the hypothesis can
be inferred from the premise:

Based on the paragraph
above, can we conclude that

<hypothesis>? Premise: <premise>

<options> Hypothesis: <hypothesis>

Hypothesis

—

(Compare with FLAN'’s)

<options>

Russians hold the record for the Templ 2

longest stay in space. <premise> \ /
: o

Target Options: Can we mfejr the following* Template 4. ...

Entailment '=D - yes <hypothesis> C )

Not entailment - no <options>

For example,_c::ms_ider one of our prompts for Quora Question Pairs (paraphrasing identification):
I’'m an administrator on the website Quora. There are two posts,

one that asks "questionl" and another that asks "questionZ". I

can merge questions 1f they are asking the same thing. Can I merge

Total 171 datasets

these two questions? We hypéthesize that this diversity could have concrete effects. For

The more diverse prompts from crowdsourcing

Sanh, V, et al. 2021. Multitask Prompted Training Enables Zero-Shot Task Generalization. In ICLR 2022 (Spotlight).



@ TO0: More Diverse Instructions, Less Parameters (Contd.)

© Also fine-tune PLM on prompts from diverse labeled datasets
© The difference in PLM and prompt diversity brings different results

Natural Language Inference

RTE CB ANLI R1 ANLI R2 ANLI R3
50 50 50
80 ! 80 Q v g
0 40 ® < -
60 0 ] ]
' 2 30 = 30 . 30 .
40 0 l
0 20 20
20 0 0 10 10
0 0 0 0 0
Coreference Resolution Sentence Completion Word Sense
WSC Winogrande COPA StoryCloze HellaSwag WiC
80 80 80
100 ' 100 o '©
0 w ' 0 g =0 80 - 80 — 60 "
-
¢ ® 60 60 60 ®
0 S 40 * 40
40 40 40
20 0 e 0
20 20 20
n e

N 0 () 0 0
GPT-3 (6.7B) GPT-3 (13B) GPT-3 (175B) T5+LM (11B) TO (11B)

Small model also performs zero-shot well!

Sanh, V, et al. 2021. Multitask Prompted Training Enables Zero-Shot Task Generalization. In ICLR 2022 (Spotlight).



@ The General Paradigm Shift to LM-based Solutions

© Lots of NLP tasks can be solved by applying prompting to LM...
Seems language modeling is unifying the task paradigms...?

© Is this the real unified NLP solution we are seeking? Think about it ©

B Class B Matching B Seglab mm MRC I Seq2Seq B Seq2ASeq
E :::::::::: Hﬁm[zﬂﬁl E ==========
H...ﬂ iiiiiiiii H mmmmmm H -
Hﬁiﬂ uuuuuu HMH!W]HJ H&‘ﬂ LLLLLLLL
H Seq2Seq (2012) H-s-nzs-q cccccc =s-qzs-q
Hmmmm Hmaq !!!!!! HMHHW
H !!!!!!!!! H mmmmmm I LM |
2012 2013 2014 2015 2016 2017 2018 2019

Sun, T, et al. 2021. Paradigm Shift in Natural Language Processing. arXiv:2109.12575.



@ References

1. CMU LTI CS11-711 Advanced NLP, Fall 2021:
http://phontron.com/class/anlp2021/schedule/prompting.html#,
Representation 3

© Recommended reading: Pre-train, Prompt, and Predict: A Systematic
Survey of Prompting Methods in Natural Language Processing



http://phontron.com/class/anlp2021/schedule/prompting.html
https://arxiv.org/pdf/2107.13586.pdf

© About the Assignments and Mini-lectures

@ Assignment 2 will be released today. It will be about neural machine
translation (NMT) using seqg2seq w/ attention. Due: 23:59 EST, March 1st.

® The grades for Assignment 1 will be released this week. We are still
looking at your project proposals.

@ Don't forget to submit your mini-lecture slides on both StudiUM and the
slack channel #mini-lectures before 11:59 a.m. EST, March 18!

® Check your presentation order on the link posted in the #general channel
iIn advance. Looking forward to your presentation!



® Q&A
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