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Enhanced-Convergence Normalized LMS Algorithm

“DSP Tips and Tricks” introduces
practical design and implementa-
tion signal processing algorithms
that you may wish to incorporate
into your designs. We welcome
readers to submit their contribu-
tions to the Associate Editors, Rick
Lyons (r.lyons@ieee.org) or Britt
Rorabaugh (dspboss@aol.com).

east mean square (LMS) algo-

rithms have found great utility

in many adaptive filtering appli-

cations. This article shows how

the traditional constraints
placed on the update gain of normalized
LMS algorithms are overly restrictive. We
present relaxed update gain constraints
that significantly improve normalized
LMS algorithm convergence speed.

BACKGROUND
The scalar form of the LMS algorithm is
well known as

h(k +1) = h(k) + pe(k)x(k) (1)

with u = scalar update gain, e(k)
the error at time =k, and x(k) =
x(k),x(k—1),.,x(k—N+1)]" an
N-dimensional column vector at time
= k. The scalar value for u results in a
constant, uniform update gain. The
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[FIG1] Classic system identification
adaptive filter configuration.
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update gain, w, can be replaced with
the matrix

M= 0 , (2)

resulting in an LMS algorithm defined as
h(k + 1) =h(k) + Me(k)x(k). (3)

The update gain is constant and uni-
form across all coefficients of the
vector h(k).

An example of a variable step size
with a uniform update gain is the
normalized LMS algorithm (NLMS),
defined as

pe (k)x(k)

h(k+1)=h(k) +W,

(4)

where the effective update gain is
w/xF(k)x(k) and it varies with o2, the
variance of the input. Although the
update gain is variable, it is still uniform
across all coefficients of h.

In some research [1]-[3], the update
gain matrix M has been replaced by

M= 0 , (5)
0 MN

with each w,,(1 =m =< N) not neces-
sarily equal, to form a nonuniform gain
matrix. Some performance characteris-
tics for this form have been pub-
lished [1]. The upper bound for w,,
of M has been stated, generally, as
Mo = 2/ e[ 4] 07 @, = 2/3-tr[R] [5],
[6]. While these are upper bounds, they
are not, in general, the largest upper

bounds that maintain stability of
the algorithm.

Numerous researchers have sought
improvement in convergence speed for
the NLMS algorithm. Each has been lim-
ited, however, to the criterion that the
maximum limit for the update gain is
either w,, = 2/A. 07 w, = 2/3-tr[R].
This article uses an update gain greater
than the accepted maximum by limiting
the sum of w,, of matrix M to the num-
ber of coefficients in the adaptive filter.
We express our limitation as

N
lebm =N. (6)

That is, if the adaptive filter has
N = 256 coefficients, then the sum of
M, 18 restricted to being no greater
than 256. Our restriction in (6) does
two things:
1) It increases the update gain, sub-
ject to this limitation, during
convergence for those coefficients
that are coincident with the nonzero
(or relatively large) portion of
the amplitude of the unknown
impulse response, which we call
active coefficients.
2) It makes those coefficients of the
adaptive filter that are inactive small
(or zero).

EXAMPLES

Let’s use an example to illustrate our
improved update gain constraint. Using
the classic system identification configu-
ration of Figure 1, the unknown system
is modeled as a low-pass function whose
power spectral density and impulse
response are shown in Figure 2. The pur-
pose of the system is to adjust the adap-
tive filter’s coefficients to reduce the e(k)
error signal to zero, in which case the
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adaptive filter’s h coefficients identify
(match) the impulse response of the
unknown system.

Three versions of Figure 1’s adap-

0.05 |- tive filter, having N = 256 coefficients,
0 were implemented. One adaptive filter
~120 : / ; ~0.05 : ; V V ; ; is allowed to converge using a con-
02 04 06 08 1 0 50 100 150 200 250 stant, uniform update gain of one, and
Freq(u;ancy Coeffici(zr;t Index the other two converged using non-

a

[FIG2] Unknown system: (a) power spectral density; (b) impulse response.

uniform update gains. The nonuniform
update gains were a constant value of
seven for the active coefficients and
zero for the inactive coefficients for

Lo } ............. } ............. T D ] the second adaptive filter. The values
08w ® eoonanasaans L U O R S | used for the third adaptive filter were
one for the active coefficients and zero
[0 )-) P i A P i for the inactive coefficients, as shown
£ in Figure 3. The comparative conver-
0/} | SSS8585555555 Boocooc0000000 odpecsccsces (SLLELELEEEELE LELLEELELEELELEELEE = gence of the three adaptive filters is
: : : shown in Figure 4.

L S R R RRRRRLRLEIEIRTEREE N For the second filter’s nonuniform
: : update gain of seven—very much higher
00 5"0 1 60 """"" 1 éo 260 2&0 — than the traditionally accepted update
Ireles gain upper bound—the algorithm
remained stable, and the convergence
[FIG3] Nonuniform update gain = 1 matrix elements. speed is very much improved. Improved
convergence performance can be real-
, , , , , , , ized if the update gain of the adaptive fil-
—10 R geosonee UnlformUpdateGa|n=1 """"" gooooe 7 ter i.s.incr.ea.sefl in ac.cordance with our
T o b mosasssassessasasa menbacapooos e Teeees — specified limit in (6), instead of the tradi-

@ o\ NN T e . i tional limits.
5 ~_—Nonuniform Update Gain ] An additional example of nonuni-
& ' ' form update gain matrix elements, w; to
2 Wy, is shown in Figure 5. Those update
= gain elements are the result of the

------- Gaussian equation
0 1,000 2,000 3,000 4,000 5,000 6,000 7,000 1 j%;ﬁi .
Sample Number Min 0'\/278 (7)
[FIG4] Performance comparison of filter update gain configurations. with 72 set such that it is coincident
 ————— _ with the middle of the nonzero
(active) coefficients of the unknown
e A R 7] impulse response in Figure 2(b). In
S S - (7), o =10 and, again, index m ranges
Al | from 1 to N, the number of coeffi-
£ cients in the adaptive filter. The long-
B [ y term performance of the Gaussian
L I S Y AN U S S S _ update gain configuration indicates
that it should be used for initial con-
L e A S A A S _ vergence, with reversion to a more
0 : : =mocod traditional gain configuration after
0 50 200 250

initial convergence.

Index m

[FIG5] Gaussian nonuniform update gain matrix elements. (continued on page 95)
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not only the largest one [7], [4]. This is
naturally accomplished by many of the
methods we discussed, by simply includ-
ing the terms corresponding to all leaf
nodes in the decision tree that the algo-
rithm has visited. If the symbol vectors
have different a priori probabilities,
then under certain circumstances P(s)
can be incorporated by appropriately
modifying y and H [6], [4].

CONCLUSIONS

The goal of this lecture has been to pro-
vide an overview of approaches to (2), in
the communications receiver context.
Which method is the best in practice?
This depends much on the purpose of
solving (2): what error rate can be toler-
ated, what is the ultimate measure of
performance (e.g., frame-error-rate,
worst-case complexity, or average com-
plexity), and what computational plat-
form is used. Additionally, the bits in s
may be part of a larger code word and

different s vectors in that code word may
either see the same H (slow fading) or
many different realizations of H (fast
fading). This complicates the picture,
because notions that are important in
slow fading (such as spatial diversity) are
less important in fast fading, where
diversity is provided anyway by time vari-
ations. Detection for MIMO has been an
active field for more than ten years, and
this research will probably continue for
some time.
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