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Recovering Periodically Spaced

Missing Samples

“DSP Tips and Tricks" introduces prac-
tical design and implementation sig-
nal processing algorithms that you
may wish to incorporate into your
designs. We welcome readers to sub-
mit their contributions to the
Associate Editors Rick Lyons
(r.lyons@ieee.org) or Britt Rorabaugh
(dspboss@aol.com).

here are times when we need

to process time-domain

sequences that have been

corrupted due to missing

samples of a desired signal
sequence. This article presents a power-
ful technique to recover (compute) peri-
odically spaced missing samples of a
time-domain sequence.

MISSING SAMPLES

RECOVERY PROCESS

To clarify our missing samples problem,
Figure 1 shows a corrupted x.[n] time
sequence, represented by the black dots.
What we desire is an x,[n] sequence rep-
resenting correct sampling of the contin-
uous Xo(¢) signal at the same sample
rate as x¢[n]. We represent the missing
samples of x,[n] which are shown by the
white circles, using zero-valued samples
in x¢[n]. We call the black-dot samples of
xc[n] riding on the x,(¢) curve “avail-
able samples,” and we refer to xc[n]’s
zero-valued black-dot samples as “miss-
ing samples.”

As shown in Figure 1, the available
and missing samples in xc[n] form a
periodic pattern, meaning that x.[n]
contains a repetitive pattern of two avail-
able samples, one missing sample, one
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available sample, and one missing sam-
ple. Each repeating 7-length period con-
tains A = 3 available samples and M = 2
missing samples where, of course, T =
A+ M =5.

Let us assume that x,(¢) is bandlim-
ited to B Hz, and that a sampling rate of
Fs Hz was used to generate the sequence
Xolnl, that is, xo[n] = xo(n/Fs). Again,
our missing sample recovery problem is
to compute the desired xy[n] signal
from the corrupted x.[n] signal. We can
solve our missing sample recovery prob-
lem if the following two conditions are
satisfied:

xc[n] contains a 7-length periodic
pattern of A available samples and M
missing samples.
Frequency B is limited to
A Fs
B < T 9 (I

Next we explain how to recover the
missing samples using the above exam-
ple of a periodic pattern where A = 3 and
M = 2. (Our missing samples recovery
scheme can be applied to any integer val-
ues of Aand M.)

RECOVERY PROCESS

When the above two conditions are sat-
isfied, our missing sample recovery
technique begins by defining two sam-

dsp

pling time vectors for the available and
missing samples that reside within the
T = 5 period. For our example in Figure
1, we define the available sample time
vector as

t=10,1,3],

the length of which is A = 3,and define
the missing sample time vector as

tm = [2,4],

the length of which is M = 2.

Next we partition x¢[7] into A subse-
quences of available samples based on
the 7y time vector elements. The first
subsequence of available samples is

Xol£a[1] + pT] = x,[0], x0[5],
Xo[10], x,[15], etc.

The second subsequence of available
samples is

Xolfal2] + pT ] = x0[11], x,[6],
Xo[11], x,[16], etc.

And finally, the third subsequence of
available samples is

Xolfal3] + pT ] = x0[3], x0[8],
X[13], x,[18], etc.,
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Corrupted x.[n] time sequence (A =3, M =2,and T = 5).
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continued
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where the integer p sequence is 0, 1, 2,
3, etc. (Because xo[n] can be infinite in
extent, index p could range over both
positive and negative integers. For con-
venience, we arbitrarily chose to define
Xo[n] as starting at index p = 0, with
Xo[n] = 0forn < 0.)

Using the above definitions, we can
recover our missing samples in the form
of M = 2 subsequences defined as

Xoltm[1] 4+ pT] = x0[2], x6[7],
Xo[12], x0[17], etc.

and

Xoltm[2] + T ] = x0[4], x0[9],
Xo[14], x0[19], etc.

We implement our missing sample
recovery technique by applying those
available sample subsequences to the
M =2 reconstruction filterbanks
shown in Figure 2. Each filterbank
contains A = 3 tapped-delay line con-
volutional subfilters. The output
sequences of the reconstruction filter-

banks are the desired x,[n] samples
which we set out to recover.

COMPUTING FILTER COEFFICIENTS
The subfilters used in the filterbanks are
all variations of the well-known ideal
fractional delay filter, which has an
impulse response equal to

Dalk] = sinc(A + k),
k=...,-1,0,1,..., (2)

where the delay parameter A is in the
range of —1 < A < 1. Just like the
sampled-sinc low-pass filter, the frac-
tional delay filter is ideal in the sense

that perfect implementation of this fil-
ter (for example, on a computer) is
impossible. However, the approxima-
tion of the fractional delay filter has
been studied extensively, and many
approximation methods are known [1].
As always, the right choice of the frac-
tional delay filter approximation
depends strongly on the application.
We now proceed with the example in
Figure 1 by using the simple but effective
windowing approach to approximate the
fractional delay. This results in a tapped-
delay line subfilter with a finite number
of coefficients [a finite impulse response
(FIR) filter]. For windowing the impulse
response, the window must also be
delayed in time by the fractional delay
value A. We assume a definition of the
window function w (¢) that is centered at
0, nonzero on the interval [—1,1], and
zero elsewhere. Any window that is
defined by sampling a function with a
continuous time parameter ¢ can be used
(this includes, for example, Hanning or
Hamming windows). Using the index-
ing variable k= —-K,—-K+1,...,1,0,
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| |

[ |
(ta[11=0) (ty[11=2)
++%ol01 Xo[8] X[ 101 X[15],.. > k] e Xol2] X7 X120, X1 7], %[22,

—»  hy K]
(tal2] = 1)
- X[ 1],X0[6], %[ 11], X[ 16].... > hy1[K]

—» Mookl e+
(ta[3] = 3)
<+ Xo[3],X[8], X[ 13], X[ 18].... > h[K]

= hg o[K]
> (2= 4) y

Reconstruction filters for missing sample recovery.

< Xo[4],X,[9], X[ 141, X,[19], x,[24], ...
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1,...,K—1, K and (2), the impulse
response of the windowed fractional
delay filter is given by

dalk] = Dalk] - w ( 3

A+k
This makes computing the coefficients
of the convolutional subfilters straight-
forward.

Next we define two indices that iden-
tify the individual subfilters. Because
there are A subfilters in each filterbank,
we will define a subfilter index of
a=1,2,..., Aand a filterbank index of
m=1,2,...,M. Using those indices,
the coefficients of a single subfilter are
represented by A4 p,[k]. For example,
using this two-dimensional subscripted
index notation, the coefficients of the
third subfilter in the second filterbank
are denoted as /3 o[4]. Given this nota-
tion, the coefficients of the subfilters are
defined by

ha,m[k] = Ga,m . dAaA,,, [k]
-cos(mh(A—1)), (4)

where daq mlk] is given by (3) with A
replaced by A m,

A

Ga,m = 1_[
g=1.g#a
sin <7t . tM[m];fA[q]>

X ()

sin (n . MTWJ})

ty[m] — t4lq]
e

(6)

Aa.m =

Integer & ranges from —K < k < K.

DISCUSSION

We note that the process of removing
the M missing samples from x,[n] is a
form of decimation. Any noise compo-
nents in x,[n] above the frequency B in
(1) are aliased into the signal band by
this decimation. Similarly, the recovery
process using the filterbanks is a gener-
al form of upsampling and interpolation
and generates a signal that is bandlimit-

ed to B Hz, even if the original signal
(which we are trying to recover) was not
bandlimited. Some noise (images
caused by upsampling) may appear
above B Hz due to the finite attenuation
of the FIR filters.

Although similar methods for recov-
ering missing samples have been investi-
gated before, to the best of our
knowledge the powerful recovery tech-
nique presented here is new. The idea of
using filterbanks to resample recurrent
nonuniformly sampled signals is dis-
cussed in [2]; however, instead of recov-
ering missing samples in oversampled
sequences, those authors develop a filter-
bank that resamples the recurrent
nonuniform samples to uniform samples
spaced at a sampling period equal to
1/(2B). This can also be achieved using
the method described in this article, by
placing the “missing samples” at uni-
form intervals in one period.

The special case of recovery of an
M =1 missing sample per recurrence
period was solved in [3] with a single
symmetric FIR filter, also under the
Xo(t) signal bandwidth limitations in (1).

CONCLUSIONS

We presented a novel method to recov-
er periodically missing samples from
appropriately bandlimited signals. We
used filterbanks with fractional delay
filters as building blocks, and described
a windowed-sinc method to approxi-
mate the fractional delays with FIR
subfilters. Because the implementation
of filterbanks and the approximation of
fractional delay filters are well-studied
problems, this makes the proposed
recovery method flexible and easy to
implement.

Space limitations do not allow us
to present the complete derivation of
the subfilter coefficient expression in
(4). However, to aid in the reader’s
understanding and software modeling,
a derivation (4), MATLAB code to com-
pute the reconstruction filterbanks’
coefficients using the windowing
method for the example in Figure 1,
and sample values of the sequences in
(2) through (6) for the example in
Figure 1 are available on the IEEFE
Signal Processing Magazine Web site
included in the references below.
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