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Probability Densities in Data Mining

e Why we should care

e Notation and Fundamentals of continuous
PDFs

e Multivariate continuous PDFs

e Combining continuous and discrete random
variables
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Why we should care
= Real Numbers occur in at least 50% of
database records
e Can’t always quantize them

* S0 need to understand how to describe
where they come from

e A great way of saying what's a reasonable
range of values

e A great way of saying how multiple
attributes should reasonably co-occur
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Why we should care

e Can immediately get us Bayes Classifiers
that are sensible with real-valued data

e You'll need to intimately understand PDFs in
order to do kernel methods, clustering with
Mixture Models, analysis of variance, time
series and many other things

 Will introduce us to linear and non-linear
regression
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A PDF of American Ages in 2000
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A PDF of American Ages in 2000

Let X be a continuous random
Py

Pt variable.
.l ] If p(x) is a Probability Density
-1 Function for X then...

hs

\ b
Pla<X £b)= gp(x)dx

0,008 1 ‘ 50
P(30<Age £50)= yp(age)dage
age=30

He = 0.36

Copyright © 2001, Andrew W. Moore Probability Densities: Slide 6




Properties of PDFs

Pla<X £b)= ¢p(x)dx

That means...
| . P?jex-g<x5x+%9
PO Elim——— 2
hom h® 0

g )
ﬁP(X £x)= p(x)

L
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Properties of PDFs

b ¥
P(a <X £ b) = Op(x)dx ' Therefore... OP(X)dx =1
X=a X=-¥
ﬂ _ } » n . 3
ﬂ_ P(X £ X) =p(X), _ Therefore... x:p(x)2 0
» -
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Talking to your stomach
 What's the gut-feel meaning of p(x)?

If
p(5.31) = 0.06 and p(5.92) = 0.03

then

when a value X is sampled from the
distribution, you are 2 times as likely to find
that X is “very close to” 5.31 than that X is
“very close to” 5.92.
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Talking to your stomach
e What's the gut-feel meaning of p(x)?

If
p(a )=0.06andp( b )=0.03
then

when a value X is sampled from the
distribution, you are 2 times as likely to find
that X is “very close to” a than that X is
“very close to” b
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Talking to your stomach
 What's the gut-feel meaning of p(x)?

If
p(a )=2z andp(b )=
then

when a value X is sampled from the
distribution, you are 2 times as likely to find
that X is “very close to” a than that X is
“very close to” b
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Talking to your stomach
e What's the gut-feel meaning of p(x)?

If
p(a )=az andp(b )=
then

when a value X is sampled from the
distribution, you are a times as likely to find
that X is “very close to” a than that X is
“very close to” b
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Talking to your stomach
 What's the gut-feel meaning of p(x)?

It P _,
p(b)
then

when a value X is sampled from the
distribution, you are a times as likely to find
that X is “very close to” @ than that X is
“very close to” P
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Talking to your stomach
e What's the gut-feel meaning of p(x)?

T p@)

p(b)
then

i P(a- h<X <a+h) _
im =a
oo P(b- h< X <b+h)
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Yet another way to view a PDF

i)

_ A recipe for sampling a random
— age.

1. Generate a random dot
from the rectangle

% surrounding the PDF curve.

: Call the dot (age,d)

2. If d < p(age) stop and
return age

3. Else try again: go to Step 1.

Copyright © 2001, Andrew W. Moore Probability Densities: Slide 15

Test your understanding
e True or False:

"X:p(X)EL

"X:P(X=x)=0
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Expectations

Copyright © 2001, Andrew W. Moore

E[X] = the expected value of
random variable X

= the average value we’'d see
if we took a very large number
of random };samples of X

= O P(X) dX

X=-¥
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Expectations

E[age]=35.897

Copyright © 2001, Andrew W. Moore

E[X] = the expected value of
random variable X

= the average value we’'d see
if we took a very large number
of random¥samples of X

= O P(x) dX
X=-¥
= the first moment of the
shape formed by the axes and
the blue curve

= the best value to choose if
you must guess an unknown
person’s age and you'll be
fined the square of your error
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Expectation of a function

m=E[f(X)] = the expected
s value of f(x) where x is drawn
£ from X’s distribution.

. N " = the average value we'd see
[ if we took a very large number
of random samples of f(X)
¥

\, m="of (X) p(x)dx
E[age’] =1786.64 x=-¥

= (E[ age])z =1288.62 Note that in general:
E[f()]* f(E[X])

Variance

s2 = Var[X] = the

expected squared v
- difference between 2 _  ~ 2
; " x and E[X] s°= @x-m” p(x)dx
1E5 ;" X=-¥

= amount you'd expect to lose
_ if you must guess an unknown
tat ' person’s age and you'll be

Yo fined the square of your error,
Va[ége] N 498.02 and assuming you play
sl optimally
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Standard Deviation

s2 = Var[X] = the
expected squared

_~._difference between
~—{ “.xandE[X]
T L
Var[age] = 498.02
s =22.32
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¥
s?= ¢yx- m? p(x) dx
X=-¥

= amount you’d expect to lose
if you must guess an unknown
person’s age and you'll be
fined the square of your error,
and assuming you play
optimally

s = Standard Deviation =
“typical” deviation of X from
its mean

S =\/Var[X]
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In 2
dimensions

dengity vahmes 214005 == deneity = 3. 48=-005 |

density <= Be=00G A, =0 Iy

Be-006 <= denally < 2. 1008 p(x,y) = probability density of

random variables (X,Y) at

10 18 20 25 30 38 40 48
mpg

location (x. V)
< )7
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I n 2 Let X,Y be a pair of continuous random
variables, and let R be some region of (X,Y)

dimensions P
P(X. V)T R) = ¢pp(x, y)dydx

density valkses: 2.1e=005 == density < 3 4e-005 (X, y)’[ R
density <= Be=00G 3, 44-005 = density
Be-006 <= denalty < 2. 1e-005

10 153 20 25 30 33 40

mRg
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I n 2 Let X,Y be a pair of continuous random

variables, and let R be some region of (X,Y)

dimensions
P(X.Y)T R = ¢pp(x, y)dydx

denity vahms: 2,10-005 == density < 3 4e-005 |(x,y)T R
density <= Be-006 3,4e-005 < dansity
Be-006 <= denalty < 2 1e-005

ot so00 P( 20<mpg<30 and
| 2500<weight<3000) =

area under the 2-d surface within
the red rectangle

10 15 20 2% 30 38 40 45
mpg
opyright © 2001, Andrew W. Moore Probability Densities: Slide 24

12



I n 2 Let X,Y be a pair of continuous random
variables, and let R be some region of (X,Y)

dimensions -
P(X,V)T Ry = ¢gp(x, y)dydx

density valmes 2.1e-005 == deneity < 3 48-005 (X, y)i R

dengity <= He-00G
He-006 <= denslty < 2. 1e-005

P( [(mpg-25)/10]? +

waight g
o [(weight-3300)/1500]2
4500 = 5T <1l)=
4000
Ron ! area under the 2-d surface within
the red oval
3000
2500
200 ; .
10 15 20 25 30 35 40 45
mag
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I n 2 Let X,Y be a pair of continuous random

variables, and let R be some region of (X,Y)

dimensions -
P(X.Y)T R = ¢pp(x, y)dydx

(YR

Take the special case of region R = “everywhere”.

Remember that with probability 1, (X,Y) will be drawn from
“somewhere”.

So..
¥ ¥
\ \ —
O OP(x,y)dydx=1
X=-¥ y=-¥
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I n 2 Let X,Y be a pair of continuous random
variables, and let R be some region of (X,Y)

dimensions -
P(X,V)T Ry = ¢gp(x, y)dydx

(x,y) R

h - h h

P&X- 2< XEx+ U y-2<YE y+59
P(X.Y) = |jm - : 2
h®0 h
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Let (X1,X5,...X) be an n-tuple of continuous
I n m rando;n \fariables, and let R be some region
dimensions %"~
P((X,, X,,.... X )| R)=
A\ N\
@ OPOG, Xy 5ey X )AX 000X, DX
(X, X5 e Xy )T R
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Independence
XAYI " Xy p(x,y) = p(x) p(y)

If X and Y are independent

cormen 7.18-005 <= dunsty < 3 48-005 then knowing the value of X
ganaty <= 8006 LRSI does not help predict the
Ea-008 == dansly < 2.1s-005 Value Of Y

10 15 20 25 30 35 4F 45
e
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Independence

XAYIff" x,y: p(x,ly) = p(x)p(y)

density vales: 3.16228e-007 <= density < 1e-003

density <= 3 16228e-007  1e-005 < density If Xand Y are independent
: then knowing the value of X

acceleration .
does not help predict the
value of Y
2000 3000 4000
welght
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15



Multivariate Expectation
= E[X] = (X p(x)cx

.durrnnj vales; 2 1e=00% <= dansity < 3 4a-005
|darsiy <= Ba=000

8e-008 == density < 2. 1e-003

|weight  spoo B

4500 B E[mpg,weight] =
| Loy 3
+000 (e 4 TR (24.5,2600)
TR
3500 e
3000 b e
2800 e _ The centroid of the
R Ry loud
2000 o clou
W 16 B0 P 30 35 40 45
mag
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Multivariate Expectation
E[T(X)] = ¢ f(x) p(x)dx
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Test your understanding
Question :When (if ever)doesE[ X +Y] = E[ X]+ E[Y]?

*All the time?
«Only when X and Y are independent?

|t can fail even if X and Y are independent?
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Bivariate Expectation
ELf(x y)]=0Of (X y) p(x, y)dydx

if f(xy)=xthenE[f(X,Y)]=cx p(x y)dydx
if f(xy)=ythenE[f(X,Y)] =y p(X y)dydx

if f(xy)=x+ythenE[f(X,Y)]=c(x+y) p(x y)dydx

E[ X +Y]=E[X]+ E[Y]

Copyright © 2001, Andrew W. Moore Probability Densities: Slide 34
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Bivariate Covariance
S, =Cov[X,Y]=E[(X- m)(Y- m)]

S ., =S “x=Cov[X, X] =Var[X] = E[(X - m)?]
s ,, =S %y =Cov[Y,Y] =Var[Y] = E[(Y - m)’]
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Bivariate Covariance
Sy =Cov[X,Y]=E[(X- m)(Y- m)]

S, =S *x=Cov[X, X] =Var[X] = E[(X - m)?]
s,y =S %y =Cov[Y,Y] =Var[Y] = E[(Y - m)’]

Write X = ai(g then

a
8% s
CoM X] =E[(X - p)(X - )] :5:§ >
Sy S vy
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Covariance Intuition

density values: 2.1e-005 <= density < 3.4e-005
density <= 8e-006 3 4e-005 < densify

Be-006 <= density < 2,1-005

weight

E[mpg,weight] =
(24.5,2600

19 20 25 30 35 40 45

10
mpg
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Covariance Intuition

density values: 2.1e-005 <= density < 3.4e-005 Principal
: : Eigenvector
density <= Be-006 3 4e-005 < density
8e-006 <= density < 2.1e-005 ﬁ
weight £l

E[mpg,weight] =
(24.5,2600

18 20 25 30 35 40 45

10
mpg
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Covariance Fun Facts

2

R x S
— T — —_ Xy
Cov X] =E[(X- p)(X- )] =S= 2
S Xy Sy
True or False: If s, = 0 then X and Y are A
independent
*True or False: If X and Y are independent How could
thens,, =0 you prove
> or disprove
True or False: If s, = s, s, then X and Y are these?
deterministically related
*True or False: If X and Y are deterministically
related then s, = s, s, J
Copyright © 2001, Andrew W. Moore Probability Densities: Slide 39

-0

Sl

General Covariance

Let X = (X1,X,, ... X,) be a vector of k continuous random variables

Cov X] =E[(X- p)(X- K,)'] =S
S, =Co{ X, X;]=s,,

Sis a k x k symmetric non-negative definite matrix
If all distributions are linearly independent it is positive definite

If the distributions are linearly dependent it has determinant zero

Copyright © 2001, Andrew W. Moore Probability Densities: Slide 40
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Test your understanding

Question: When (if ever) doesVar[ X +Y] =Var[ X] +Var[Y]?

*All the time?
«Only when X and Y are independent?

|t can fail even if X and Y are independent?
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Marginal Distributions

densky <= Be-{0E

|Be-005 <= density < 2 1005

o0

maght  Gppn | 4

2800 -
I-_ .

L
4000
e

oo

3600

S ek g i )

000 -
13
15 s 2500 :
a, ﬁ:E. i
R 2000
ST 0 15 20 25 30 35 40 45
= = (=3 [ =] - "
2 EE B
& 5 5 & slyY 0055
) 004 ]
¥ ogas| ;
(X) = ~ (X )d i om |
p 03 ’y y R et A R
el e e
y=-¥ 10 18 20 38 30 38 0 48
“Ey
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lp(mpg | wei

ht = 4600) |
g

dansity |
Q18]

0
LER

o0z

N

s i
o <

7S

T

TR TR T
mpy

|p(mpg| wei

ht =3200) |

dansly  9.69
ast
ass]
asa]
oot

A Y

LA
N

‘—

TR
15 M 3= M s
mpy
|p(mpg|weight = 2000) |
dansity
07|
e
nos| e
N / \\' <-
001

P T |

Conditional
Distributions

densty vakes: 2.1=-005 <= density < 34005
danply <= Be-005
Se-006 == densily <2 1&-005

3,48-005 = dengity

~
R /

1 15 20 25 2 35 40 45
mpg

b a2 % W0 M
g
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p(x|y) =
p.d.f.of X whenY =y
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LELY

LETY / \

LR A \.\\

006 o 3

[UR- -.-/ B (EAPr Y § 0, -5 4
ioma ] ] B4 o B e |

W 15 93 W5 18 1
mpg

p(x|y) =

P(X y)

Why?
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Conditional
Distributions

density vales: 2. 1=-005 <= density < 3 4e-005
danpity <= Bg-005
Se-006 <= dansity <2.1&-005

3,48-005 < denGity

1 15 20 25 M 35 40 45
mpg

p(x]y) =

pdf.of X whenY =y
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Independence Revisited
XYt " Xy p(xy) = p(X) p(y)

It's easy to prove that these statements are equivalent...

"X,y p(X 3{) = p(x) p(y)

0
"Xy p(x]y) = p(x)
U
"X Y p(y[x) = p(y)

More useful stuff

¥y (These can all be
proved from
OO(X | Y)dX - l definitions on

previous slides)

X=-¥
X, Y12
p(x|y,9) = P12
p(yl2)
X) P(X
o(x| y) = PY1X¥PK)
P(y) -
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Mixing discrete and continuous variables

PEX- g< X £x+gUA:v9
h® 0
réA ¥
a QOpP(xA=v)dx=1
V=l =y

_ P(A]X) p(x)
_ p(x| A)P(A)
P(Al X) - p(x) Rule
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Mixing discrete and continuous variables

I i
| wealih density !

025 | I
M )
015 i
| | e
0.05 r iy ) .
paar Loy e %f‘ |
R T Sttt L1, Iy SR
nich R Lijors

2 4 B B 1012 14 16
edunum

The data shown in the figure is meraty a subsample of the ful dateset
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Mixing discrete and continuous variables

wealh density

I_7
P(EduYears,Wealthy) r

[paar

nch

The dita shown in the figure is manely & subsample of the ful dateset

0.26 1

n.m] |4

0os|___—

= it d pWealthy| EduYears)
2 4 & 8 10 12 4
edurnam
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weallh values: poar rich

prab |
0.6

prise
T sty

.
2 4 B B 10 12 14 18
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Mixing discrete and continuous variables

wealth density -"
L 025 J':l___
[p(Eduvears.wealthy) | 0.15 [
0og|  _— — =
Wﬂr L S r % " I-|
nch Tamrt
——————+—"— P(Wealthy| EduYear:
2 4 B 8 10 12 14 78
P(EduYears|\Vealth sl
The data shown in the figure is meraty a subsample of the ful dateset

A iy

weallh valies: poar rich
prob 1
0.6
e 3 , 0
ks BT |r St inhet ,-'gf o
i T T Pl - |
? 4 BB CWOME WOE T T T T T T T T
ke 2 4 E @8 0 12 14 16
| Thoes chika st s Fypaes o sy i st b o U ol it | edunum
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What you should know
e You should be able to play with discrete,
continuous and mixed joint distributions

e You should be happy with the difference
between p(x) and P(A)

e You should be intimate with expectations of
continuous and discrete random variables

e You should smile when you meet a
covariance matrix

e Independence and its consequences should
be second nature

Copyright © 2001, Andrew W. Moore Probability Densities: Slide 51

Discussion

e Are PDFs the only sensible way to handle analysis
of real-valued variables?

e Why is covariance an important concept?

e Suppose X and Y are independent real-valued
random variables distributed between 0 and 1:
e What is p[min(X,Y)]?
e What is E[min(X,Y)]?

e Prove that E[X] is the value u that minimizes
E[(X-u)?]

e What is the value u that minimizes E[|X-u]|]?
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