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Recall: Optimisation conditions for unconstrained 
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The vector , ,  is an optimal 

solution for the dual: 

Consequently

and the result follows from the

weak duality theorem.
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