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Reinforcement Learning

- “Reinforcement learning is learning what to do (how to map situations to
actions) so as to optimize a numerical reward signal” - Richard Sutton,
1992

- Formalized using Markov decision processes (MDPs)
- Typical to learn an action-value function q(s, a)



POMDPs and PSRs

- States are hidden in some cases, only certain observations are seen
- By adding a level of abstraction over the state space, we can represent

the current state by a set of predictions about future observations
based on a history of observations.

PSR Q—learning
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Unnormalized Q function

- By adding another level of abstraction over the state space, directly
compute the action-value function since state representations are not
needed in finding optimal policies

- Model-based vs model-free RL

PSR Q—learning
h ——_> fSpq7

> Q(Spsr, a)
1 L Qi



Preliminaries



Reinforcement learning

MDPs are characterized by:
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Reinforcement learning

- Goal: Find IT*which maximizes the long term reward
- Common approaches involve General policy iteration:
- Repeat
- Policy evaluation: estimate QH*‘-(S_,a.‘)
- Policy improvement: I1;,1(s) = a.rgmaxa'eAQm(Sj a)



Weighted Finite Automata

- Thetuple (g, { Ay }oes, Qoe, 1) isa WFA of the function f : ¥F — R
if f(I) — Cl'ig.AIllAI2 C e Al,najoo where T =T1Ty...T, c E:*



Spectral algorithm for learning WFA

- Tofind (ag,{As}ses, oo, 2) usingsamplesof [ : X* — R
- Build(Hy¢),, = f(uv) for all u,v e ¥°
Factorize Hy = PS
- Let (Hy)uo = fluov)
- Solution: afOT =Py, axc =S\, As = P)LHUS)L



Predictive State Representation

- Lossless representation of any POMDP
- Let h = ay0q...a,0, € (.A X O)* denote a possible history or
action observation pairs

- Llet t = ay01...a,0, € (A X Q)" denote apossible future of
action observation pairs. Referred to as tests from here on out.



Predictive State Representation

Then there exists a set of tests R = {tl, to, ... _,tk} such that
P(t|h) = P(R|h)¥m; forallzand i and k is smaller or equal to the
number of states in the POMDP. ( m;is a weight vector for each t
mapping P(t|h) = P(R h)Tmt)

- Intheory, maintaining the prediction vector
P(h) = [P(t1|h._)_’ P(ti|h), ... 3jf’(t,\.‘h.)]gives sufficient and

complete information of the current state of the POMDP




Predictive State Representation

- Finding the prediction vector is analogous to building and solving the

WFA associated with the following Hankel matrix
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Predictive State Representation

- At ahighlevel, planning using PSRs consists of learning the state
representation for histories, and performing some planning algorithm
developed in RL

PSR Q—learning
h’ — Spsr

> 62(31).57‘_3 a')



Unnormalized Q function



Defining the UQF

- Definition: the action-value function of a trajectory A:
QU(h,a) = ENri+yric +. . .4+ +. . . |hal

- Definition: the reward function of a trajectory h: ﬁ(h) =Y s TsP(s]h)
Q" (h,a) =3 v Y oco |R(haoz)P"(haoz|ha)

: : vt S W R(haoz) P haoz ) /TI{alh)
an(hqa-) — 2iext 20e0 T.P“fh]' [l

Q"(h, a)
P(h)
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Defining the UQF

- Wehave Q"(h,.) a @H(h, .)so
argmax,. 4Q" (h, a) = argmax,. ,Q" (h, a)

- and QY (R, a) Z Z’)MR (haoz)P" (haoz)/T(al|h)

zeX* o



Theorem

- Z ’)-"]ZIE(haoz)]}bn(haoz) can be computed with a WFA
zeX*



Lemma

- g(h) — ﬁ(h)PH (h) can be computed by aWFA B = (ﬁT, {Ba}aezﬂ')

- Remember an HMM can be modeled by a WFA with
T 1 L2 Lk
]P’(h:cclwzazg...):aOA A ...A 1



Theorem

- Z ’)-"]ZIE(haoz)]}bn(haoz) can be computed with a WFA
zeX*



UQF algorithm

Estimate H correspondingto g(h) = R(h)PY(h)

Recover B — (BT {B_}oes,7)
Build Q"(h,a) = Z v R(haoz)P" (haoz) /T1(a|h) using B

ze¥* 00



Estimating the Hankel matrix

- Let D = Dataset of trajectories
y = Immediate rewards of trajectories
[.w(D;) =1if D; = uv , 0 otherwise

- Then

II | |P> ' Z uz
( )‘“ ~ (u l‘) ('lL-’U)



Algorithms summary and comparison

Step

TPSR + fitted-Q

UQF

1

Sample N trajectories using Il

Sample N trajectories using Il

2

Build (Hj)u, for f(uv) = P(uv)

Bllild (I:If)uv fOI' f('lL’U) = R(’U,’U)P(U’L")

Perform SVD on H 7 to estimate the
WFA associated with f, thus giving the
PSR of any h, denoted s,

Policy evaluation: iteratively solve for
Q7 (Spsr, @) using fitted-Q

Policy evaluation: perform SVD on H ¥
to estimate the WFA associated with f,
thus mapping h — Q"¢ (h, a)

Policy improvement:
3 ' S
Mpew = argmax, 4Q *(spsr;a)

Policy improvement:
Mpew = argmaxaeAQn-“(h, a)

ITs < Il ew, and repeat from step 1

Il « Il ew, and repeat from step 1




Experiments



Grid world

- 100x speed-up
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Conclusion

Novel method for learning and planning ina POMDP environment
- More sample efficient
- Model-free version of traditional methods
- Experimental results show better performance and ~ 200 times faster
run times for UQF compared to state of the art PSR models
- Asinmodel-free vs model-based RL, model-free algorithms may lack
interpretability
- (Scalability issues common to PSR and UQF is similarly addressed here)
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