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Abstract

This paper studies the following approximate minimization problem: given a minimal weighted tree automaton \( A \) with \( n \) states recognizing a weighted tree language \( f \), can we construct a smaller automaton \( \hat{A} \) with \( \hat{n} < n \) states recognizing a language \( \hat{f} \) that is a good approximation of \( f \)? The corresponding problem for weighted automata on strings was recently studied by Balle et al. [16, 15], where the authors introduced a new canonical form for weighted automata called singular value automata inspired by spectral methods, and showed that truncating such canonical form yields a solution for the problem satisfying a certain approximation criteria. In this paper we take a similar approach and show that in the tree case one can obtain an analogous canonical form that we call singular value tree automata, and use it to study the approximate minimization problem for weighted tree automata. We first establish the existence of this canonical form for weighted tree automata and then provide bounds on the quality of the resulting approximation method based on truncation. We also study the problem of computing the canonical form given a minimal weighted tree automaton and show that in the tree case this task is considerably more complicated than in the string case. In particular, computing the canonical form reduces to solving a system of polynomial equations. By further reducing this problem to the computation of generalized partition functions for weighted tree automata, we propose and analyze two methods for computing the canonical form based on iterative methods: fixed point iteration and Newton’s method. Our analysis of Newton’s method unveils a connection between iterative methods and sequences of sets of trees satisfying a certain technical condition that might be of independent interest.

1 Introduction

Weighted tree automata (WTA) are a natural and powerful generalization of weighted (string) automata (WA) first considered in [19]. In the same way that weighted automata extend deterministic finite automata recognizing regular languages to a more general class of models that can recognize regular stochastic and weighted languages, weighted tree automata extend classical tree automata and closely related context-free grammars to the weighted case. The expressive power of WTA and their relation to other unweighted and weighted models, including probabilistic and weighted context-free grammars, have been thoroughly studied in the literature (see [34] and references there-in). Broadly speaking, results about the expressive power of classes of automata come in two flavors. One class of results provides a qualitative understanding of the separations between classes of languages that can and cannot be recognized by certain types of machines. The other class of results is more quantitative in nature: it studies the expressiveness of objects within a class as a function of their complexity, typically measured by the number of states required to capture a certain phenomenon.

A fundamental quantitative result about the expressiveness of WA with weights over a field is provided by Fliess’ theorem [32], which can be seen as an generalization of the classic Myhill–Nerode theorem to the weighted case. This result exactly characterizes those weighted languages that can be recognized by a WA with \( n \) states as those whose corresponding infinite Hankel matrix has rank \( n \). Fliess’ theorem also provides a convenient characterization of minimality for WA: an automaton with \( n \) states is minimal if and only if the Hankel matrix of the language it recognizes has rank \( n \). The analog of Fliess’ theorem for WTA is due to Bozapalidis and Louscou-Bozapalidou [21]. As in the WA case, the theorem of Bozapalidis and Louscou-Bozapalidou provides information about the realizability of weighted tree languages and

∗Work done while at Lancaster University.
†Canada CIFAR AI chair
minimality of WTA. The main difference is that, in the tree-case, the Hankel matrix of Fliess’, whose rows and columns are both indexed by finite strings, is replaced by a generalized Hankel matrix where rows are indexed by context trees and columns are indexed by normal trees (see Section 3 for a precise definition).

Beyond its pure language-theoretic interest, Fliess’ theorem for WA also has found a number of applications in machine learning. The starting point of these developments stems from the realization that constructive proofs of Fliess’ theorem can be interpreted as algorithms for recovering a WA from (a finite sub-block of) the Hankel matrix corresponding to a weighted language. Implicitly, this idea was first used by Bergadano and Varricchio [18] to obtain algorithms for learning WA with weights on a field\(^1\) in the exact learning with queries model introduced by Angluin and others [4]. More recently, a detailed analysis of noise-tolerant algorithms for recovering a WA from a (noisy) Hankel matrix have lead to PAC learning results in the sense of Valiant [51] (see also Kearns et al. [37]) for stochastic WA and other classes of WA with weights over the reals [8, 10]. A survey of this line of work can be found in [14].

The cornerstone needed to make WA learning algorithms robust to noise is to compute spectral decompositions of Hankel matrices and leverage the inherent ability of spectral representations to separate signal from noise in the learning process. This is a classic idea in machine learning and statistics that underlies techniques as fundamental as principal component analysis. However, it has only been during the last decade that spectral methods have been widely applied to models with latent variables, including WA [8, 10, 11], hidden Markov models [36, 49], and many others [44, 3, 1, 50, 43, 2], under the umbrella term of spectral learning. From a theoretical standpoint, the main interest in these algorithms resides in the fact that in most cases they provide the only known method for learning classes of practically relevant models with guaranteed polynomial running time and sample complexity.

In addition to their theoretical interest, spectral methods for learning WA and related models have been successfully applied to a variety of learning tasks involving real data. These tasks include important application domains, like reinforcement learning, natural language processing and time-series prediction. For example, in the context of reinforcement learning a number of spectral algorithms have been applied to model-based learning and planning with partial observations [20, 5, 12]. In natural language processing, spectral methods have been used for language modelling [10, 11], parsing [25, 41], and transcription and transliteration tasks [17, 7, 47, 45]. A puzzling fact, however, is that the practical success of spectral learning cannot be fully explained by existing theoretical analysis. Indeed, with notably few exceptions [13], existing theoretical analysis of spectral learning only work under the assumption that the data given to the learning algorithm was generated by an unknown automata of some form, and this is obviously not the case in most of the applications listed above.

Motivated by this apparent mismatch between the practical success of spectral learning and its theoretical guarantees, Balle et al. [15, 16] initiated a study of approximate minimization of weighted automata in the string case. These works stem from the realization that spectral learning algorithms can be interpreted as first computing a minimal WA that exactly explains the training data, and then trying to find a smaller WA that approximates this exact WA in order to obtain a model that generalizes to previously unseen data. Towards the goal of better understanding this approximation step, Balle et al. unveiled a connection between spectral learning algorithms and a novel canonical form for WA called singular value automata (SVA). The theory of SVA in the string case provides a way to implicitly compute the singular value decomposition of an infinite Hankel matrix, and yields bounds on the quality of approximate minimization algorithms for WA by SVA truncation. In particular, the approximation bounds obtained in [15, 16] can be seen as a first step towards quantifying the accuracy of spectral learning for WA from data not necessarily generated by an underlying automaton. Interestingly, similar bounds were also obtained independently in [40].

The present paper follows on the footsteps of [15, 16], and shows that most of the theory developed for SVA in the string case can be extended to the tree case. Our work provides a novel canonical form for WTA which we call singular value tree automata (SVTA). The existence of this canonical form follows from a spectral decomposition of the generalized (tree) Hankel matrix of Bozapalidis and Louscou-Bozapalidou. In the string case, computing the SVA form can be achieved by solving a system of linear equations. In the tree case, however, computing the SVTA form of a given WTA turns out to be a substantially more complicated problem, since it requires finding a solution to a system of polynomial equations. To solve the problem we propose two iterative algorithms that can be used to compute an SVTA form to arbitrary accuracy. Finally, we consider the approximate minimization problem for WTA and provide the first approximation bounds based on SVTA truncation. Again, the situation here is

\(^1\)These type of WA are sometimes called multiplicity automata in the literature.
considerably more involved than in the string case, where the approximation error can be characterized in closed form. Instead, we obtain our bounds as a function of the size of the trees being considered by carefully analyzing the propagation of approximation errors through the computation performed by the truncated SVTA. From a learning point of view, our theory of SVTA computation and truncation provides an approximate minimization perspective on recent works on learning WTA and related models like weighted and probabilistic context-free grammars using spectral methods \[9, 6, 24, 23\].

After recalling the necessary background and preliminaries in Section 2, we proceed to present our contributions. These can be summarized as follows:

- \textit{We introduce SVTA as a canonical form for WTA} in Section 3, thus generalizing the theory presented in \[16\] from strings to trees. We show under which conditions a WTA can be brought into SVTA canonical form and \textit{we present an algorithm to compute an SVTA from such an WTA}. Similarly to \[16\], our approach to compute SVTA canonical forms reduces to the computation of the so-called Gramian matrices of the WTA.

- \textit{We present an algorithm to approximate the Gramians of a WTA to an arbitrary precision} in Section 5. This algorithm leverages the fact that the problem of computing the Gramians can be reduced to the one of computing the generalized partition function of a WTA — a particular vector-valued series defined by the WTA.

- In Section 4, \textit{we present two iterative algorithms to compute the generalized partition function of a WTA and analyze their convergence rate}. The first algorithm is based on a simple fixed point iteration and the second, which achieves a faster convergence rate, is based on Newton’s method. While the proof of convergence and analysis of the fixed point method is relatively straightforward, the one of Newton’s method unravels an elaborate construction which may be of independent interest. In particular, this construction gives combinatorial insights on the faster convergence rate obtained by Newton’s method in this context and bares striking similarities with the work of Esparza et al. on Newtonian program analysis \[29\] for computing fixed points of system of equations over ω-continuous semi-rings (see Section 7 for a discussion of this connection).

- Leveraging the fact that the states of an SVTA are in one-to-one correspondence with the singular values of the Hankel matrix, \textit{we propose a principled method for reducing the number of states of a WTA} to approximate a recognizable tree function by a model with a smaller size in Section 6. This method consists in first converting the WTA into SVTA canonical form before removing the states corresponding to the smaller singular values. \textit{We also provide an analysis of the error introduced by this approximation scheme.}

Finally, we present our conclusions and future work in Section 7. Some of our results appeared in preliminary form in in the conference paper \[46\], where applications of approximate minimization of WTA to speed up parsing algorithms for weighted context-free grammars were considered. The SVTA theory developed in \[46\] is limited to WTA defined over binary rooted trees with leaves labeled by symbols from a finite alphabet. Here we extend this theory to WTA over rooted trees of arbitrary arity labeled with symbols from a finite ranked alphabet\footnote{This extension as well as the approximation bounds in Section 6 were initially presented in the PhD thesis \[?\].}. We also present improved analysis and faster algorithms for computing the SVTA form of a given WTA. In particular, using Newton’s method for computing the Gramians was not considered in \[46\]. The approximation bounds presented in Section 6 are also new.

## 2 Background and Preliminaries

We start by introducing our notations and presenting the necessary background on linear and multilinear algebra before recalling the definitions of trees and weighted tree automata. The main notations used throughout the paper are summarized in Table 1 for convenience.

### 2.1 Linear and Multilinear Algebra

For any integer \(p\), we denote by \([p]\) the set of integers from 1 to \(p\). We use bold letters to denote vectors \(v \in \mathbb{R}^d\) and matrices \(M \in \mathbb{R}^{d_1 \times d_2}\). Unless explicitly stated, all vectors are column vectors. We write \(I\) for the identity matrix and \(\text{diag}(a_1, \ldots, a_n)\) for a diagonal matrix with \(a_1, \ldots, a_n\) in the diagonal. For a matrix \(M \in \mathbb{R}^{d_1 \times d_2}\), \(i \in [d_1]\), and \(j \in [d_2]\), we use \(M_{i,:}\) and \(M_{,:j}\) to denote the \(i\)th row and the \(j\)th
column of $M$ respectively. We will sometime use the notations $M(i,j) = M_{i,j}$, $M(i,:) = M_{i,:}$, etc. to avoid doubling indices. Given a matrix $M \in \mathbb{R}^{d_1 \times d_2}$ we denote by $\text{vec}(M) \in \mathbb{R}^{d_1 \cdot d_2}$ the vector obtained by concatenating the columns of $M$ so that $\text{vec}(M)_{(i-1)d_2+j} = M_{i,j}$. Given two matrices $M \in \mathbb{R}^{d_1 \times d_2}$ and $M' \in \mathbb{R}^{d_1' \times d_2'}$ we denote their Kronecker product by $M \otimes M' \in \mathbb{R}^{d_1 \cdot d_1' \times d_2 \cdot d_2'}$, with entries given by $(M \otimes M')_{(i-1)d_2'+j'}(i-1)d_2'+j') = M_{i,j}M'_{i',j'}$, where $i \in [d_1]$, $j \in [d_2]$, $i' \in [d_1']$, and $j' \in [d_2']$. A rank factorization of a rank $n$ matrix $M \in \mathbb{R}^{d_1 \times d_2}$ is an expression of the form $M = QR$ where $Q \in \mathbb{R}^{d_1 \times n}$ and $R \in \mathbb{R}^{n \times d_2}$ are full-rank matrices; i.e. rank$(Q) = \text{rank}(R) = \text{rank}(M) = n$.

Given a matrix $M \in \mathbb{R}^{d_1 \times d_2}$ of rank $n$, its singular value decomposition (SVD)$^3$ is a decomposition of the form $M = UDV^T$, where $U \in \mathbb{R}^{d_1 \times n}$, $D \in \mathbb{R}^{n \times n}$, and $V \in \mathbb{R}^{d_2 \times n}$ are such that: $U^T U = V^T V = I$, and $D = \text{diag}(s_1, ..., s_n)$ with $s_1 \geq \cdots \geq s_n > 0$. The columns of $U$ and $V$ are thus orthonormal and are called left and right singular vectors respectively, and the $s_i$ are its singular values. The SVD is unique (up to sign changes in associated singular vectors) whenever all its inequalities between singular values are strict.

We now recall basic definitions of tensor algebra; more details can be found in [39]. A tensor $T \in \mathbb{R}^{d_1 \times \cdots \times d_p}$ can simply be seen as a multidimensional array $(T_{i_1, ..., i_p} : i_n \in [d_n], n \in [p])$. We will mostly use hyper-cubic tensors in this work, i.e. $d_1 = \cdots = d_p = d$, and we denote the space of $d$-dimensional hyper-cubic tensors of order $p$ by $(\mathbb{R}^d)^{\otimes p}$. The mode-$n$ fibers of a tensor $T \in (\mathbb{R}^d)^{\otimes p}$ are the vectors obtained by fixing all indices except the $n$th one, e.g. the mode-$1$ fibers of $T$ are the vectors $T_{i_2, ..., i_p} \in \mathbb{R}^d$ for $i_2, ..., i_p \in [d]$. The $n$th mode matricization of $T$ is the matrix having the mode-$n$ fibers of $T$ for columns and is denoted by $T_{(n)} \in \mathbb{R}^{d \times d^{p-1}}$. The vectorization of a tensor is defined by $\text{vec}(T) = \text{vec}(T_{(1)})$.

Given a tensor $T \in (\mathbb{R}^d)^{\otimes p}$ and matrices $M_i \in \mathbb{R}^{d \times d_i}$ for $i \in [p]$, we define the tensor $T(M_1, M_2, \ldots, M_p) \in \mathbb{R}^{d_1 \times d_2 \times \cdots \times d_p}$ whose entries are given by

$$T(M_1, M_2, \ldots, M_p)_{i_1, i_2, \ldots, i_p} = \sum_{j_1, j_2, \ldots, j_p} T_{j_1, j_2, \ldots, j_p} (M_1)_{j_1, i_1} (M_2)_{j_2, i_2} \cdots (M_p)_{j_p, i_p}.$$  

This operation corresponds to contracting $T$ with $M_i$ across the $i$th mode of the tensor for each $i$. Observe that for the case of an order 2 tensor $T$ (i.e. a matrix), we have $T(M_1, M_2) = M_1^T TM_2$. In particular, if we take $M_1$ to be the identity matrix we can identify the matrix $T$ with the linear map $v \mapsto T(I, v) = TV$. Similarly, we can identify a tensor $T \in (\mathbb{R}^d)^{\otimes (p+1)}$ with the multilinear map $f : (\mathbb{R}^d)^p \rightarrow \mathbb{R}^d$ defined by $f(v_1, v_2, \ldots, v_p) = T(I, v_1, v_2, \ldots, v_p)$. Given a tensor $T \in (\mathbb{R}^d)^{\otimes 3}$ and matrices $A_1, A_2, A_3 \in \mathbb{R}^{d \times m}$ and $B_1, B_2, B_3 \in \mathbb{R}^{m \times n}$ we have the following useful identity

$$(T(A_1, A_2, A_3))(B_1, B_2, B_3) = T(A_1 B_1, A_2 B_2, A_3 B_3)$$

which can easily be generalized to higher-order tensors.

### 2.2 Trees and Weighted Tree Automata

#### Trees on a ranked alphabet

We now introduce notations for describing trees generated by a weighted tree automaton; see Figure 1 for some illustrative examples.

A ranked alphabet is a tuple $F = (\Sigma, \sharp)$ where $\Sigma$ is a finite alphabet and $\sharp : \Sigma \rightarrow \mathbb{N}$ is an arity function. We denote by $F_p = \{ g \in \Sigma : \sharp g = p \}$ the set of symbols with arity $p$. Similarly, we will denote by $F_{\leq p}$ (resp. $F_{\geq p}$) the set of symbols with arity at most $p$ (resp. at least $p$).

The set of trees $\mathcal{T}_F$ on a ranked alphabet $F$ is the smallest set satisfying

- $\sigma \in \mathcal{T}_F$ for any $\sigma \in F_0$,
- $g(t_1, \ldots, t_p) \in \mathcal{T}_F$ for any $p \geq 1$, $g \in F_p$ and $t_1, \ldots, t_p \in \mathcal{T}_F$.

We will call symbols in $F_0$ leaf symbols and symbols in $F_{\geq 1}$ internal symbols. We will sometimes simply write $\mathcal{T}$ instead of $\mathcal{T}_F$ when the ranked alphabet is clear from context. The size of a tree $t \in \mathcal{T}_F$ is denoted by $|t|$ and defined recursively by $|\sigma| = 1$ for $\sigma \in F_0$, and $|g(t_1, \ldots, t_p)| = 1 + |t_1| + \cdots + |t_p|$; that is, the number of nodes in the tree. Given a symbol $g$ and a tree $t$ we will denote by $|g|_t$ the number of nodes in $t$ that are labeled with $g$. The depth of a tree $t \in \mathcal{T}_F$ is denoted by $\text{depth}(t)$ and defined recursively by $\text{depth}(\sigma) = 0$ for $\sigma \in F_0$, and $\text{depth}(g(t_1, \ldots, t_p)) = 1 + \max(\text{depth}(t_1), \ldots, \text{depth}(t_p))$;

---

$^3$To be more precise, this is a compact singular value decomposition, since the inner dimensions of the decomposition are all equal to the rank. In this paper we shall always use the term SVD to mean compact SVD.
Figure 1: Examples of trees \((t, c_1[t] \in \mathcal{T}_F)\) and contexts \((c_1, c_2, c_2[c_1] \in \mathcal{C}_F)\) on the ranked alphabet \(F = F_0 \cup F_2\) where \(F_0 = \{a, b, d\}\) and \(F_2 = \{g\}\). With our notations: \(c_1[t] = g(g(a, b), d),\ |c_1[t]| = 5,\ \text{depth}(c_1[t]) = 2,\ (t) = ab,\ \text{drop}(c_2[c_1]) = 2\)

that is, the distance from the root of the tree to the farthest leaf. We will denote by \(\mathcal{T}_k = \{t \in \mathcal{T}_F | \text{depth}(t) \leq k\}\) (resp. \(\mathcal{T}_k, \mathcal{T}_k^\geq\)) the set of trees of depth at most (resp. equal to, at least) \(k\).

Let \(F' = (\Sigma \cup \{\ast\}, \emptyset, \emptyset)\), where \(*\) is a symbol of arity 0 not in \(\Sigma\). The set of context trees is the set \(\mathcal{C}_F = \{c \in \mathcal{T}_{F'} : |c|_* = 1\}\); that is, a context \(c \in \mathcal{C}_F\) is a tree in \(\mathcal{T}_{F'}\) in which the symbol \(*\) occurs exactly in one leaf. Note that given a context \(c = g(t_1, \ldots, t_p) \in \mathcal{C}_F\) with \(g \in F_p, t_1, \ldots, t_p \in \mathcal{T}_F\), the symbol \(*\) can only appear in one of the \(t_i\)'s. The drop of a context \(c \in \mathcal{C}_F\) is the distance between the root and the leaf labeled with \(*\) in \(c\), which can be defined recursively as \(\text{drop}(*) = 0, \text{drop}(g(t_1, \ldots, t_i, c, t_{i+1}, \ldots, t_p)) = \text{drop}(c) + 1\) for any \(g \in F_{p+1}, t_1, \ldots, t_p \in \mathcal{T}_F\).

We usually think of the leaf with the symbol \(*\) in a context as a placeholder where the root of another tree or another context can be inserted. Accordingly, given \(t \in \mathcal{T}_F\) and \(c \in \mathcal{C}_F\), we define \(c[t] \in \mathcal{T}_F\) as the tree obtained by replacing the occurrence of \(*\) in \(c\) with \(t\). Similarly, given \(c, c' \in \mathcal{C}_F\) we can obtain a new context tree \(c[c']\) by replacing the occurrence of \(*\) in \(c\) with \(c'\) (see Figure 1). We will denote by \(\tau < t\) the fact that \(\tau\) is a subtree of \(t\) (i.e. that there exists a context \(c\) such that \(t = c[\tau]\)).

**Weighted tree automaton.** A *weighted tree automaton* (WTA) \(A\) over trees on a ranked alphabet \(F\) is a tuple \(\langle \mathbb{R}^n, \alpha, \mathcal{A}^0, \mathcal{A}^\sigma, \omega^0, \omega^\sigma \rangle\) where \(n\) is the number of states, \(\alpha \in \mathbb{R}^n\) is the initial weight vector, \(\omega^0 \in \mathbb{R}^n\) is the final weight vector associated with the leaf symbol \(\sigma\) for each \(\sigma \in F_0\), and for any symbol \(g\) of arity \(p \geq 1, \mathcal{A}^0 \in (\mathbb{R}^n)^{\mathcal{A}^0} \) is the transition tensor of order \(p + 1\) associated with the internal symbol \(g\). A WTA \(A\) computes a function \(f_A : \mathcal{T}_F \to \mathbb{R}\) assigning to each tree \(t \in \mathcal{T}_F\) the scalar computed as \(f_A(t) = \alpha^\top \omega_A(t)\), where \(\omega_A(t) \in \mathbb{R}^n\) is obtained recursively as \(\omega_A(\sigma) = \omega^\sigma\) and

\[
\omega_A(g(t_1, \ldots, t_p)) = \mathcal{A}^0(1, \omega_A(t_1), \ldots, \omega_A(t_p)).
\]

In many cases we will just write \(\omega(t)\) when the automaton \(A\) is clear from the context.

An arbitrary function \(f : \mathcal{T}_F \to \mathbb{R}\) is called *recognizable* (or rational) if there exists a WTA \(A\) such that \(f = f_A\). The number of states of the smallest such WTA is the *rank* of \(f\) — we shall set \(\text{rank}(f) = \infty\) if \(f\) is not recognizable. A WTA \(A\) with \(n\) states such that \(f_A = f\) and \(n = \text{rank}(f)\) is called *minimal*.

To conclude this section, we briefly discuss how the definition of WTA in terms of tensor algebra relates to equivalent definitions of WTA. First, in the seminal paper of Berstel and Reutenauer [19], weighted tree automata are defined in terms of multilinear maps acting on an \(F\)-vector space for some (commutative) field \(F\) (making their definition basis independent). We focus here on the specific case of \(F = \mathbb{R}\) and (for reasons that will appear clearly in the sequel) we choose a strictly equivalent basis dependent definition (i.e. each multilinear map is expressed in some fixed basis).

The formalism we use can also be directly related to the classical definition of WTA in terms of run semantics (see e.g. [34, Section 3.2]). Formally, a WTA over a ranked alphabet \(F\) can be defined as a tuple \(A = (Q, S, \delta, \lambda)\) where \(Q\) is a finite set of states, \(S\) is a semi-ring, \(\delta\) is a transition map, mapping transitions \((q_1, \ldots, q_p, g, q)\) into \(S\) where \(q_1, \ldots, q_p, q \in Q\) and \(g \in F_p\), and \(\lambda \in S^Q\) maps each state to its initial weight. Informally, a run of \(A\) on a tree \(t \in \mathcal{T}_F\) is a labeling of the nodes of \(t\) with states in \(Q\) built using transitions in \(\delta\). The weight of a run is the product of the weights of all these transitions along with the initial weight in \(\lambda\) corresponding to the state labeling the root of \(t\) (using product in \(S\)). The weight of the tree, i.e. the value computed by \(A\) on \(t\), is then given by the sum of the weights of all possible runs of \(A\) on \(t\) (using addition in \(S\)). To see that this definition is equivalent to ours, one can identify the number of states \(n\) with \(|Q|\), \(\alpha\) with \(\lambda\), and the non-zero entries of each transition tensor \(\mathcal{A}^0\) and leaf vectors \(\omega^0\) for \(g \in F_{p+1}\) with the corresponding weights given by the transition map \(\delta\).

Lastly, WTA are closely related to weighted and probabilistic context free grammars. Indeed, it is well known that the set of derivation trees of a context-free grammar forms a regular tree language, that is a language that can be recognized by a (unweighted) tree automaton. Weighted and probabilistic context-free grammars (WCFG and PCFG) are quantitative extensions of context-free grammars [22,48,26] and
the connection between WCFG/PCFG and WTA is of a similar nature: any weighted tree language induced by a WCFG on derivation trees can be computed by a WTA. A proof of this result can be found in [28, Corollary 8.7] and the interested reader can refer to e.g. [33] for more details. In [46], we leveraged this equivalence between PCFG and WTA to use our approximate minimization method to reduce the size of a WTA obtained from a PCFG learned on a real world natural language corpus.

3 Singular Value Tree Automaton

This section develops the fundamentals of singular value tree automata (SVTA), which provide a novel canonical form for WTA inspired by spectral theory of linear operators. Following the development for the string case, we first prove the existence of the canonical form by exploiting the duality between minimal WTA and rank factorizations of the corresponding Hankel matrix. Next we show how the computation of the SVTA form of a given WTA reduces to the computation of a pair of finite Gramian matrices arising from rank factorizations of Hankel matrices. The computation of these Gramians in the tree case turns out to be significantly more involved than in the string case, and is deferred to Section 5.

3.1 Rank Factorizations of Hankel Matrices

We start by recalling a crucial observation about WTAs: there exist more than one WTA computing the same function — in fact, there exist infinitely many. An important construction along these lines is the conjugate of a WTA $A$ with $n$ states by an invertible matrix $Q \in \mathbb{R}^{n \times n}$. If $A = (\mathbb{R}^n, \{A^g\}_{g \in F \geq 1}, \{\omega^g\}_{s \in F_0})$, its conjugate by $Q$ is

$$A^Q = (\mathbb{R}^n, Q^T \alpha, \{A^g(Q^T, Q, \ldots, Q)\}_{g \in F \geq 1}, \{Q^{-1}\omega^g\}_{s \in F_0}) \quad (1)$$

where $Q^{-1} = (Q^T)^{-1}$ denotes the inverse of the transpose. To prove that $f_A = f_A^Q$ one applies an induction argument on depth($t$) to show that $\omega_{AQ}(t) = Q^{-1}\omega_A(t)$ for every $t \in T_F$. The claim is obvious.
for trees of zero depth $\sigma \in \Sigma$, and for $t = g(t_1, \ldots, t_p)$ we have

$$\omega_{A^g}(g(t_1, \ldots, t_k)) = (A^g(Q^{-1}, Q, \ldots, Q))(I, \omega_{A^g}(t_1), \ldots, \omega_{A^g}(t_p)) = (A^g(Q^{-1}, Q, \ldots, Q))(I, Q^{-1}\omega_A(t_1), \ldots, Q^{-1}\omega_A(t_p)) = A^g(Q^{-1}, \omega_A(t_1), \ldots, \omega_A(t_p)) = Q^{-1}A^g(I, \omega_A(t_1), \ldots, \omega_A(t_p)) = Q^{-1}\omega_A(t)$$

where we just used some simple rules of tensor algebra.

Given any $f : \mathcal{T} \to \mathbb{R}$ we define its **Hankel matrix** as the bi-infinite matrix $H_f \in \mathbb{R}^{\varepsilon \times \mathcal{T}}$ with rows indexed by contexts, columns indexed by trees, and whose entries are given by $H_f(c, t) = f(c[t])$. Note that a given tree $t' \in \mathcal{T}$ there are exactly $|t'|$ different ways of splitting $t' = c[t]$ with $c \in \mathcal{C}$ and $t \in \mathcal{T}$.

This implies that $H_f$ is a highly redundant representation for $f$, and it turns out that this redundancy is the key to proving the following fundamental result about recognizable tree functions.

**Theorem 1** ([21]). For any $f : \mathcal{T} \to \mathbb{R}$ we have $\text{rank}(f) = \text{rank}(H_f)$.

The theorem above implies that the rank of $H_f$ is finite if and only if $f$ is recognizable. When the rank of $H_f$ is indeed finite — say $\text{rank}(H_f) = n$ — one can find two rank $n$ matrices $P \in \mathbb{R}^{\varepsilon \times n}$, $S \in \mathbb{R}^{n \times \mathcal{T}}$ such that $H_f = PS$. In this case we say that $P$ and $S$ give a **rank factorization** of $H_f$. We shall now refine Theorem 1 by showing that when $f$ is recognizable, the set of all possible rank factorizations of $H_f$ is in direct correspondence with the set of minimal WTA computing $f$.

The first step is to show that any minimal WTA $A = (\mathbb{R}^n, \alpha, \{A^g\}_{g \in \mathcal{G}_z}, \{\omega^g\}_{g \in \mathcal{G}_z})$ computing $f$ induces a rank factorization $H_f = P_AS_A$. We build $S_A \in \mathbb{R}^{n \times \mathcal{T}}$ by setting the column corresponding to a tree $t \in A(:, t) = \omega_A(t)$. In order to define $P_A$ we need to introduce a new mapping $\Xi_A : \mathcal{C} \to \mathbb{R}^{n \times n}$ assigning a matrix to every context as follows: $\Xi_A(*) = I$ and for any context $c = g(t_1, \ldots, t_{i-1}, c', t_{i+1}, \ldots, t_p)$ where $p \geq 1$, $g \in \mathcal{F}_p$, $t_j \in \mathcal{T}$ for $j \neq i$ and $c' \in \mathcal{C}$

$$\Xi_A(c) = A^g(I, \omega_A(t_1), \ldots, \omega_A(t_{i-1}), A^g(c'), \omega_A(t_{i+1}), \ldots, \omega_A(t_p)).$$

If we now define $\alpha_A : \mathcal{C} \to \mathbb{R}^n$ as $\alpha_A(c)^T = \alpha^T\Xi_A(c)$, we can set the row of $P_A$ corresponding to $c$ to be $P_A(c, :) = \alpha_A(c)^T$. With these definitions one can easily show by induction on drop$(c)$ that

$$\Xi_A(c)\omega_A(t) = \omega_A(c[t])$$

for any $c \in \mathcal{C}$ and $t \in \mathcal{T}$. Then it is immediate to check that $H_f = P_AS_A$.

As before, we will sometimes just write $\Xi(c)$ and $\alpha(c)$ when $A$ is clear from the context. We can now state the main result of this section, which generalizes similar results in [10, 15] for weighted automata on strings.

**Theorem 2.** Let $f : \mathcal{T} \to \mathbb{R}$ be recognizable. If $H_f = PS$ is a rank factorization, then there exists a minimal WTA $A$ computing $f$ such that $P_A = P$ and $S_A = S$.

**Proof.** Let $n = \text{rank}(f)$. Let $B = (\mathbb{R}^n, \alpha, \{B^g\}_{g \in \mathcal{G}_z}, \{\omega^g\}_{g \in \mathcal{G}_z})$ be an arbitrary minimal WTA computing $f$. Suppose $B$ induces the rank factorization $H_f = P'S'$ since the columns of both $P$ and $P'$ are basis for the column-span of $H_f$ there exists a change of basis $Q \in \mathbb{R}^{n \times n}$ between $P$ and $P'$. That is, $Q$ is an invertible matrix such that $P' = PQ = P'$. Furthermore, since $P'S' = H_f = PS = P'QS$ and $P'$ has full column rank, we must have $Q = QS$, or equivalently, $Q^{-1}' = S$. Thus, we let $A = BQ$, which immediately satisfies $f_A = f_B = f$. It remains to show that $A$ induces the rank factorization $H_f = PS$. Note that when proving the equivalence $f_A = f_B$ we already showed $\omega_A(t) = Q^{-1}\omega_B(t)$, thus $S_A = Q^{-1}'S = S$.

To show $P_A = P'Q$ we need to show that for any $c \in \mathcal{C}$ we have $\alpha_A(c)^T = \alpha_B(c)^T$. This will immediately follow if we show that $\Xi_A(c) = Q^{-1}\Xi_B(c)Q$. If we proceed by induction on drop$(c)$, we see that the case $c = *$ is immediate. For $c = g(c', t_1, \ldots, t_p)$ where $c' \in \mathcal{C}$, $p \geq 0$, $g \in \mathcal{F}_{p+1}$ and $t_1, \ldots, t_p \in \mathcal{T}$, we get

$$\Xi_A(g(c', t_1, \ldots, t_p)) = A^g(I, \Xi_A(c'), \omega_A(t_1), \ldots, \omega_A(t_p))$$

$$= (B^g(Q^{-1}, Q, \ldots, Q))(I, Q^{-1}\Xi_B(c')Q, Q^{-1}\omega_B(t_1), \ldots, Q^{-1}\omega_B(t_p))$$

$$= B^g(Q^{-1}, \Xi_B(c')Q, \omega_B(t_1), \ldots, \omega_B(t_p))$$

$$= Q^{-1}B^g(I, \Xi_B(c'), \omega_B(t_1), \ldots, \omega_B(t_p))Q = Q^{-1}\Xi_B(c)Q.$$
Applying the same argument mutatis mutandis for contexts of the form \( c = g(t_1, \ldots, t_{l-1}, c', t_l, \ldots, t_p) \) completes the proof. \( \square \)

### 3.2 SVTA: Definition and Existence

Suppose \( f : \mathcal{F} \to \mathbb{R} \) is a rank \( n \) recognizable function whose Hankel matrix admits a reduced singular value decomposition \( H_f = \mathbf{U} \mathbf{D} \mathbf{V}^\top \). Then we have that \( \mathbf{P} = \mathbf{U} \mathbf{D}^{1/2} \) and \( \mathbf{S} = \mathbf{D}^{1/2} \mathbf{V}^\top \) is a rank decomposition for \( H_f \), and by Theorem 2 there exists some minimal WTA \( \mathbf{A} \) with \( f_\mathbf{A} = f \), \( \mathbf{P}_\mathbf{A} = \mathbf{U} \mathbf{D}^{1/2} \) and \( \mathbf{S}_\mathbf{A} = \mathbf{D}^{1/2} \mathbf{V}^\top \). We call such \( \mathbf{A} \) a singular value tree automaton (SVTA) for \( f \). However, these are not defined for every recognizable function \( f \), because the fact that the columns of \( \mathbf{U} \) and \( \mathbf{V} \) must be unitary vectors (i.e. \( \mathbf{U}^\top \mathbf{U} = \mathbf{V}^\top \mathbf{V} = \mathbf{I} \)) imposes some restrictions on which infinite Hankel matrices \( H_f \) admit an SVD — this phenomenon is related to the distinction between compact and non-compact operators in functional analysis. Our next theorem gives a sufficient condition for the existence of an SVD of \( H_f \).

We say that a function \( f : \mathcal{F} \to \mathbb{R} \) is strongly convergent if the series \( \sum_{t \in \mathcal{T}_f} |t| |f(t)| \) converges. To see the intuitive meaning of this condition, assume that \( f \) is a probability distribution over trees in \( \mathcal{T} \). In this case, strong convergence is equivalent to saying that the expected size of trees generated from the distribution \( f \) is finite. It turns out that strong convergence of \( f \) is a sufficient condition to guarantee the existence of an SVD for \( H_f \).

**Theorem 3.** If \( f : \mathcal{T}_\Sigma \to \mathbb{R} \) is recognizable and strongly convergent, then \( H_f \) admits a singular value decomposition.

**Proof.** The result will follow if we show that \( H_f \) is the matrix of a compact operator between Hilbert spaces [35, Theorem 4.3.5]. We start by defining the Hilbert spaces of square-summable series indexed by trees and contexts. Given two functions \( g, g' : \mathcal{T}_\Sigma \to \mathbb{R} \) we define their inner product to be \( \langle g, g' \rangle_\mathcal{T} = \sum_{t \in \mathcal{T}_\Sigma} g(t)g'(t) \) (whenever the sum converges). Let \( \|g\|_\mathcal{T} = \sqrt{\langle g, g \rangle_\mathcal{T}} \) be the induced norm. We denote by \( \ell^2_\mathcal{T} \) be the real vector space of functions \( \{g : \mathcal{T} \to \mathbb{R} \mid \|g\|_\mathcal{T} < \infty \} \), which is a separable Hilbert space because the set \( \mathcal{T} \) is countable. Similarly, given functions \( g, g' : \mathcal{C}_\Sigma \to \mathbb{R} \) we define an inner product \( \langle g, g' \rangle_\mathcal{C} = \sum_{c \in \mathcal{C}_\Sigma} g(c)g'(c) \), a norm \( \|g\|_\mathcal{C} = \sqrt{\langle g, g \rangle_\mathcal{C}} \), and a separable Hilbert space \( \ell^2_\mathcal{C} = \{g : \mathcal{C} \to \mathbb{R} \mid \|g\|_\mathcal{C} < \infty \} \). With this notation it is possible to see that \( H_f \) is the matrix under the standard basis on \( \ell^2_\mathcal{T} \) and \( \ell^2_\mathcal{C} \) of the operator \( H_f : \ell^2_\mathcal{T} \to \ell^2_\mathcal{C} \) given by \( (H_f g)(c) = \sum_{t \in \mathcal{T}_\Sigma} f(c[t])g(t) \). Since \( f \) is recognizable, \( H_f \) is a finite-rank matrix and therefore \( H_f \) is a finite-rank operator. Thus, to show the compactness of \( H_f \) it only remains to show that \( H_f \) is bounded. Given \( f \in \ell^2_\mathcal{T} \) and \( c \in \mathcal{C}_\Sigma \) we define a new function \( f_c \in \ell^2_\mathcal{T} \) given by \( f_c(t) = f(c[t]) \) for \( t \in \mathcal{T}_\Sigma \). Now let \( g \in \ell^2_\mathcal{T} \) with \( \|g\|_\mathcal{T} = 1 \) and recall that \( H_f \) is bounded if \( \|H_f g\|_\mathcal{C} < \infty \) for every \( g \in \ell^2_\mathcal{T} \) with \( \|g\|_\mathcal{T} = 1 \). To show that \( H_f \) is bounded observe that

\[
\|H_f g\|_\mathcal{C}^2 = \sum_{c \in \mathcal{C}_\Sigma} \langle H_f g(c) \rangle_\mathcal{T}^2 = \sum_{c \in \mathcal{C}_\Sigma} \left( \sum_{t \in \mathcal{T}_\Sigma} f(c[t])g(t) \right)^2 \\
= \sum_{c \in \mathcal{C}_\Sigma} \langle f_c, g \rangle_\mathcal{T}^2 \leq \|g\|_\mathcal{T}^2 \sum_{c \in \mathcal{C}_\Sigma} \|f_c\|_\mathcal{T}^2 \\
= \sum_{c \in \mathcal{C}_\Sigma} \sum_{t \in \mathcal{T}_\Sigma} f_c(t)^2 = \sum_{c \in \mathcal{C}_\Sigma} \sum_{t \in \mathcal{T}_\Sigma} f(c[t])^2 \\
= \sum_{t \in \mathcal{T}_\Sigma} |t| |f(t)|^2 \leq \sup_{t \in \mathcal{T}_\Sigma} |f(t)| \cdot \sum_{t \in \mathcal{T}_\Sigma} |t| |f(t)| \\
< \infty ,
\]

where we used the Cauchy–Schwarz inequality, and the fact that \( \sup_{t \in \mathcal{T}_\Sigma} |f(t)| \) is bounded when \( f \) is strongly convergent. \( \square \)

Together, Theorems 2 and 3 imply that every recognizable strongly convergent \( f : \mathcal{T} \to \mathbb{R} \) can be represented by an SVTA \( \mathbf{A} \). Since the singular value decomposition admits strong uniqueness properties (e.g. if all the singular values are distinct, the decomposition is unique up to sign changes in corresponding pairs of singular vectors), the SVTA representation inherits these same uniqueness properties, and thus allows us to consider it as a canonical representation. Next we address the question of computing this canonical representation starting from an arbitrary WTA.
3.3 Gramian Matrices of WTA

The definition of SVTA suggests that computing the canonical form is equivalent to computing the SVD of the infinite Hankel matrix \( H_f \). From a purely algebraic perspective, the proof of Theorem 2 shows that if we know both the rank factorization induced by the SVD of \( H_f \) and the rank factorization induced by an arbitrary minimal WTA, then computing the SVTA amounts to finding the corresponding change of basis. However, this approach works with infinite matrices and it is not immediate how to convert it into an effective algorithm. In the string case, \([15, 16]\) reduces this computation to a problem about finite matrices by using appropriately defined Gramian matrices. The same strategy also works in the tree case, with some caveats that will be discussed at the end of this section. In the next section, we will show how to compute an SVTA canonical form when given access to the Gramian matrices of an arbitrary minimal WTA.

Suppose \( A \) is a minimal WTA. The Gramian matrices of \( A \), defined in terms of the rank factorization \( H_f = P_A S_A \) induced by \( A \), are given by \( G_{\mathcal{F}} = P_A^T P_A \) and \( G_{\mathcal{T}} = S_A S_A^T \). Observe that if \( A \) has \( n \) states, then both these Gramians are \( n \times n \) matrices. However, this approach works with infinite matrices and it is not immediate how to convert it into an effective algorithm. In the string case, \([15, 16]\) reduces this computation to a problem about finite matrices by using appropriately defined Gramian matrices. The same strategy also works in the tree case, with some caveats that will be discussed at the end of this section. In the next section, we will show how to compute an SVTA canonical form when given access to the Gramian matrices of an arbitrary minimal WTA.

**Theorem 4.** The Gramian matrices \( G_{\mathcal{T}} = \sum_{t \in \mathcal{T}} \omega(t) \omega(t)^T \) and \( G_{\mathcal{E}} = \sum_{c \in \mathcal{F}} \alpha(c) \alpha(c)^T \) satisfy the following fixed point equations:

\[
G_{\mathcal{T}} = \sum_{\sigma \in \mathcal{F}_0} \omega^\sigma \omega^\sigma^T + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} A^g_{(p)} (G_{\mathcal{T}} \otimes \cdots \otimes G_{\mathcal{T}}) A^g_{(p)}^T, \tag{4}
\]

\[
G_{\mathcal{E}} = \alpha\alpha^T + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} A^g_{(p+1)} (G_{\mathcal{E}} \otimes G_{\mathcal{T}} \otimes \cdots \otimes G_{\mathcal{T}}) A^g_{(p+1)}^T. \tag{5}
\]

**Proof.** Using the fact that any tree \( t \) of depth greater than 1 can be written as \( g(t_1, \ldots, t_p) \) for some \( p \geq 1, g \in \mathcal{F}_p \) and \( t_1, \ldots, t_p \in \mathcal{T} \) we have

\[
G_{\mathcal{T}} = \sum_{t \in \mathcal{T}} \omega(t) \omega(t)^T = \sum_{\sigma \in \mathcal{F}_0} \omega^\sigma \omega^\sigma^T + \sum_{t \in \mathcal{T} : \text{depth}(t) \geq 1} \omega(t) \omega(t)^T
\]

\[
= \sum_{\sigma \in \mathcal{F}_0} \omega^\sigma \omega^\sigma^T + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \omega(g(t_1, \ldots, t_p)) \omega(g(t_1, \ldots, t_p))^T
\]

\[
= \sum_{\sigma \in \mathcal{F}_0} \omega^\sigma \omega^\sigma^T + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} A^g(I, \omega(t_1), \ldots, \omega(t_p)) A^g(I, \omega(t_1), \ldots, \omega(t_p))^T
\]

\[
= \sum_{\sigma \in \mathcal{F}_0} \omega^\sigma \omega^\sigma^T + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} A^g_{(p)} (G_{\mathcal{T}} \otimes \cdots \otimes G_{\mathcal{T}}) A^g_{(p)}^T.
\]

To derive a fixed point equation for the Gramian matrices for contexts we use the fact that any context \( c \in \mathcal{F} \) of depth greater than 1 can be written as \( c'[g(t_1, \ldots, t_{i-1}, s, t_i, \ldots, t_{p-1})] \) for some \( c' \in \mathcal{E} \),
Then we can transform $A$ into the corresponding SVTA efficiently provided that we have an oracle for computing the Gramian matrices of $A$. In other words, given a representation of $f$ as a WTA, we can compute its SVD without the need to operate on infinite matrices. The key observation is to reduce the computation of the SVD of $H_f$ to the computation of spectral properties of the Gramians $G_e = P^T P$ and $G_\tau = S S^T$ associated with the rank factorization $H_f = PS$ induced by some minimal WTA computing $f$. This is captured by the following proposition.

**Proposition 5.** Let $f : \mathcal{I} \to \mathbb{R}$ be a recognizable function such that its Hankel matrix $H_f$ admits an SVD. Let $A$ be a minimal WTA with $n$ states computing $f$ and inducing the rank factorization $H_f = PS$, and let $G_e = P^T P \in \mathbb{R}^{n \times n}$ and $G_\tau = S S^T \in \mathbb{R}^{n \times n}$ be the corresponding Gramian matrices.

Let $L_e, L_\tau \in \mathbb{R}^{n \times n}$ be such that $G_e = L_e^T L_e$ and $G_\tau = L_\tau^T L_\tau$ and let $L_e L_\tau^T = UDV^T$ be a singular value decomposition.

Then, the conjugate WTA $A^Q$ where $Q = L_e^{-1} U D^{1/2}$ is an SVTA computing $f$.

**Proof.** First observe that since the Gramian matrices are symmetric positive semi-definite there exist matrices $L_e, L_\tau \in \mathbb{R}^{n \times n}$ such that $G_e = L_e^T L_e$ and $G_\tau = L_\tau^T L_\tau$ (one can use Cholesky factorization or eigendecomposition to obtain such matrices). Moreover, since $A$ is a minimal WTA the Gramian matrices are of full rank and $L_e$ and $L_\tau$ are non-singular.

The conjugate WTA $A^Q$ induces the factorization $H_f = P^T S'$ with $P' = PQ$ and $S' = Q^{-1} S$. It is easy to check that $Q^{-1} = D^{1/2} V^T L_\tau^T$, thus $P' = U D^{1/2}$ and $S' = D^{1/2} V^T$ with $U = P L_e^{-1} U$ and $V^T = V^T L_e^{-T} S$. Hence, to show that $A^Q$ is an SVTA it suffices to show that $H_f = P' S' = UDV^T$ is an SVD which boils down to checking that $U$ and $V$ are column-wise orthogonal matrices. Indeed, we have

$U^T U = U^T L_e^{-T} P^T P L_e^{-1} U = U^T L_e^{-T} G_e L_e^{-1} U = U^T U = I$

4If the WTA given to the algorithm is not minimal, a pre-processing step can be used to minimize the input using the algorithm from e.g. [38].
and
\[ \hat{V}^\top \hat{V} = V^\top L_\Xi^\top S S^\top L_\Xi^{-1} V = V^\top L_\Xi^\top G_\Xi L_\Xi^{-1} V = V^\top V = I \]
where we used the fact that the matrices \( U \) and \( V \) are orthogonal.

Algorithm 1 summarizes the overall procedure to construct the SVTA corresponding to a minimal WTA computing a strongly convergent function. Note that the algorithm depends on an oracle for computing the Gramian matrices \( G_\Xi \) and \( G_\epsilon \).

---

**Algorithm 1 ComputeSVTA**

**Input:** A strongly convergent minimal WTA \( A \)

**Output:** The corresponding SVTA

1. \( G_\epsilon, G_\Xi \leftarrow \text{GramMatrices}(A) \)
2. Compute \( L_\epsilon, L_\Xi \in \mathbb{R}^{n \times n} \) such that \( G_\epsilon = L_\epsilon^\top L_\epsilon \) and \( G_\Xi = L_\Xi^\top L_\Xi \) (using e.g. Cholesky factorizations or eigendecompositions)
3. Let \( L_\epsilon L_\Xi^\top = U D V^\top \) be an SVD
4. return \( A^Q \) where \( Q = L_\epsilon^{-1} U D^{1/2} \)

---

In order to implement an efficient oracle to compute the Gramian matrices of a minimal WTA \( A \) we will further reduce the computation to the solution of a more general problem: compute the generalized partition function of a WTA. This problem is tackled in the next section.

---

4 Computing Generalized Partition Functions of WTA

Recall that any WTA \((\mathbb{R}^n, \alpha, \{T^g\}_{g \in \mathcal{F}_1}, \{\omega^g\}_{g \in \mathcal{F}_0}\)) induces a mapping \( \omega : \mathcal{I}_\mathcal{F} \rightarrow \mathbb{R}^n \). In this section, we tackle the problem of computing the sum \( \sum_{t \in \mathcal{I}_\mathcal{F}} \omega(t) \in \mathbb{R}^n \) for a given WTA (assuming that this series converges). We will denote the limit of this series by \( 3_A \). If the WTA is clear from context, and we will refer to this quantity as the **generalized partition function**\(^5\) of the WTA \( A \). We will show in the next section that computing the Gramian matrices of a WTA can be reduced to the problem of computing a generalized partition function.

While it is not possible to obtain a closed-form expression for the sum \( \sum_{t \in \mathcal{I}_\mathcal{F}} \omega(t) \) in general, we will show that it can be efficiently approximated to an arbitrary precision using either a fixed-point iterative method or Newton’s method (the latter providing a faster convergence rate, potentially at the cost of an increased computational complexity for each iteration).

Suppose \( A = (\mathbb{R}^n, \alpha, \{T^g\}_{g \in \mathcal{F}_1}, \{\omega^g\}_{g \in \mathcal{F}_0}) \) is a minimal WTA computing an absolutely convergent function \( f \). We start by showing that the series \( \sum_{t \in \mathcal{I}_\mathcal{F}} \omega(t) \) converges.

**Proposition 6.** If \( A \) is a minimal WTA computing an absolutely convergent function \( f \) (i.e. \( \sum_t |f(t)| < \infty \)), then the series \( \sum_{t \in \mathcal{I}_\mathcal{F}} \omega_A(t) \) converges and we denote its limit by \( 3_A \).

**Proof.** Let \( n \) be the rank of \( f \). Since \( A \) is minimal, there exist \( n \) contexts \( c_1, \ldots, c_n \in \mathcal{C} \) such that \((\mathcal{E}(c_i)^\top \alpha)_{i=1,\ldots,n}\) is a basis of \( \mathbb{R}^n \). For any \( i \in [n] \), we have
\[
\sum_t |\alpha^\top \mathcal{E}(c_i) \omega(t)| = \sum_t |f(c_i[t])| \leq \sum_t |f(t)| < \infty .
\]
Hence for each \( i \) the series \( \sum_t \alpha^\top \mathcal{E}(c_i) \omega(t) \) is absolutely convergent, thus this series is also convergent, which shows the claim of the proposition. \( \Box \)

We now show that \( 3 \) is a fixed point of the polynomial map \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) defined by
\[
F(\mathbf{v}) = \sum_{g \in \mathcal{F}_0} \omega_g + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} A^g(I, \mathbf{v}, \ldots, \mathbf{v}) .
\] (6)

This is the fundamental observation from which we will derive the two algorithms for computing \( 3 \).

---

\(^5\)We use the adjective **generalized** to emphasize the facts that (i) \( 3_A \) is a vector (whereas the term partition function in statistical physics usually refers to a scalar) and (ii) the components of \( 3_A \) do not have a probabilistic interpretation for arbitrary WTA (whereas it is the case for stochastic WTA and related models such as (latent) probabilistic context-free grammars [30]).
**Theorem 7.** For any integer \( k \geq 0 \), we have \( F^{k+1}(0) = \sum_{t \in \mathcal{T} \leq k} \omega(t) \) where \( \mathcal{T} \leq k = \{ t \in \mathcal{T} \mid \text{depth}(t) \leq k \} \) is the set of trees of depth at most \( k \).

Consequently, the generalized partition function \( \mathcal{Z} = \sum_{t \in \mathcal{T}} \omega(t) \in \mathbb{R}^n \) is a fixed point of \( F \) and \( 0 \) is in the basin of attraction of \( \mathcal{Z} \).

**Proof.** We proceed by induction on \( k \). We have \( F(0) = \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma = \sum_{t \in \mathcal{T} : \text{depth}(t) \leq 0} \omega(t) \). Suppose that the claim holds for any integer up to \( k \), we have

\[
F^{k+1}(0) = F(F^k(0)) = F \left( \sum_{t \in \mathcal{T} \leq k} \omega(t) \right)
\]

\[
= \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma + \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \sum_{t_1, \ldots, t_p \in \mathcal{T} \leq k} \mathcal{A}^q(I, \omega(t_1), \ldots, \omega(t_p))
\]

\[
= \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma + \sum_{t : 1 \leq \text{depth}(t) \leq k+1} \omega(t)
\]

\[
= \sum_{t \in \mathcal{T} \leq k+1} \omega(t).
\]

For the second part of the theorem, we have \( F^k(0) = \sum_{t : \text{depth}(t) \leq k} \omega(t) \) for any integer \( k \geq 1 \), from which it follows that \( \lim_{k \to \infty} F^k(0) = \sum_{t \in \mathcal{T}} \omega(t) = \mathcal{Z} \), showing both claims by continuity of \( F \).

---

**Fixed point iteration** We are now ready to derive the two algorithms to approximate \( \mathcal{Z} \). We start with the straightforward fixed point iteration method:

\[
f_0 = F(0) = \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma, \quad f_{k+1} = F(f_k) \quad \text{for} \quad k \geq 0.
\] (7)

From a classical result on fixed point theory, this iteration will converge linearly to \( \mathcal{Z} \) if the spectral radius of the Jacobian of \( F \) at \( \mathcal{Z} \) is less than 1:

**Theorem 8.** Let \( \mathcal{A} = (\mathbb{R}^n, \alpha, \{ \mathcal{A}^q \}_{q \geq 1}, \{ \omega_\sigma \}_{\sigma \in \mathcal{F}_0} ) \) be a WTA and suppose that the series \( \sum_{t \in \mathcal{T}} \omega_\mathcal{A}(t) \) converges (to the generalized partition function \( \mathcal{Z} \)). Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be the polynomial map defined in Eq. (6).

Then, the iteration defined in Eq. (7) is such that \( \| f_k - \mathcal{Z} \|_2 \leq O \left( \rho^k \right) \) for all \( k \geq 1 \), where \( \rho \) is the spectral radius of the Jacobian of \( F \) at \( \mathcal{Z} \). In particular, if \( \rho < 1 \) the sequence \( (f_k)_k \) converges linearly to \( \mathcal{Z} \).

**Proof.** The convergence of the fixed point iteration follows directly from Theorem 7 and the convergence rate follows from classical results from numerical analysis (see e.g. [42, Theorem 8.1.7]).

---

We will see in the next section that the assumption on the spectral radius of the Jacobian in the previous theorem is always satisfied when computing the Gramian matrices of a strongly convergent WTA by estimating a generalized partition function. We now give an expression of the Jacobian of the mapping \( F \) at any point \( \mathbf{v} \).

**Proposition 9.** The Jacobian of \( F \) defined in Eq. (6) at a point \( \mathbf{v} \in \mathbb{R}^n \), denoted by \( J_{F, \mathbf{v}} \in \mathbb{R}^{n \times n} \) (or simply \( J_\mathbf{v} \) if \( F \) is clear from context), is given by

\[
J_{F, \mathbf{v}} = \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} \mathcal{A}^q(I, \mathbf{v}, \ldots, \mathbf{v}, \mathbf{v}, \ldots, \mathbf{v})_{i \text{ times}, \ p-1-i \text{ times}}.
\] (8)
Proof. By expanding $F(v + h)$ and isolating the terms that are linear in $h$ we get

$$F(v + h) = \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma + \sum_{p \geq 1} \sum_{g \in \mathcal{P}_p} A^p(I, v + h, \ldots, v + h)$$

$$= \sum_{p \geq 1} \sum_{g \in \mathcal{P}_p} \sum_{i=0}^{p-1} A^p(I, v, \ldots, v, h, v, \ldots, v) + \varepsilon(h)$$

$$= \left( \sum_{p \geq 1} \sum_{g \in \mathcal{P}_p} \sum_{i=0}^{p-1} A^p(I, v, \ldots, v, I, v, \ldots, v) \right) h + \varepsilon(h)$$

where $\varepsilon(h)$ gather the terms that are at least quadratic in the components of $h$. \hfill \Box

**Newton’s method** In order to obtain a better convergence rate, we can use Newton’s method to find the vanishing points of the map $G : v \mapsto F(v) - v$. Starting with the initial guess $F(0) = \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma$, the Newton iteration is defined by

$$n_0 = \sum_{\sigma \in \mathcal{F}_0} \omega_\sigma, \quad n_{k+1} = n_k - (J_{n_k, G})^{-1}G(n_k). \quad (9)$$

One can easily check that this can be rewritten as

$$n_{k+1} = n_k + (I - J_{n_k, F})^{-1}(F(n_k) - n_k). \quad (10)$$

The convergence of this procedure is established in the following theorem. The proof of the theorem will occupy the remainder of this section.

**Theorem 10.** Let $A = (\mathbb{R}^n, \alpha, \{A^p\}_{p \geq 1}, \{\omega^\sigma\}_{\sigma \in \mathcal{F}_0})$ be a WTA and suppose that the series $\mathfrak{J} = \sum_{t \in \mathcal{T}} \omega_A(t)$ converges. Let $F : \mathbb{R}^n \to \mathbb{R}^n$ be the polynomial map defined in Eq. (6).

Then, under the assumptions that

1. the Jacobian $J_{\mathfrak{J}, F}$ of $F$ at the fixed point has spectral radius less than one,

2. the iteration defined in Eq. (9) is such that $J_{n_k, G}$ is invertible for all $k \geq 0$,

the sequence $(n_k)_k$ converges quadratically to $\mathfrak{J}$, i.e. there exists $0 < \rho < 1$ such that $\|n_k - \mathfrak{J}\|_2 \leq O\left(\rho^2k\right)$.

The two algorithms for computing the generalized partition function of a strongly convergent WTA are summarized in Algorithms 2 and 3. From the convergence rates of these algorithms it is immediate to see that $O(\log \log 1/\varepsilon)$ iteration of Newton’s method suffice to compute the generalized partition function to a desired accuracy $\varepsilon$, while the fixed point iteration method requires $O(\log 1/\varepsilon)$ iterations to achieve the same accuracy. To make the comparison more precise, one also needs to understand the per-iteration complexity of each of these two methods. The computational complexity of the fixed point iteration is in $O\left(|\mathcal{F}|n^P\right)$, where $n$ is the number of states of the WTA and $P$ is the maximal arity of symbols in $\mathcal{F}$, while the complexity of Newton’s method is in $O\left(|\mathcal{F}|n^P + n^3\right)$ (where the additional polynomial term in $n$ comes from inverting the Jacobian of $G$). It is interesting to observe that (i) the complexity of computing the Jacobian is the same as the one of computing the mapping $F$ and (ii) as soon as the alphabet $\mathcal{F}$ contains symbols of arity greater than 3, the two algorithms have the same asymptotic complexity. In particular, Newton’s method is asymptotically more efficient than the fixed point iteration when $\mathcal{F}$ contains symbols of arity greater than 3.

**Proof of Theorem 10** The remainder of this section will be devoted to proving the convergence of Newton’s method starting at $n_0$, the convergence rate in Theorem 10 then directly follows from classical results on Newton’s method\(^6\) (see e.g. [42, Section 8.1.10]). In addition, similarly to the case of the fixed point iteration, we will show in the next section that the assumption on the Jacobian of $G$ in Theorem 10 is satisfied when computing the Gramian matrices of a strongly convergent WTA by estimating a generalized partition function.

\(^6\) Note that the quadratic rate of convergence of Newton’s method relies on the invertibility of the Jacobian $J_{\mathfrak{J}, G}$ of $G$ at the solution, which is guaranteed by assumption 1 in Theorem 10.
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Output:
A strongly convergent minimal WTA $A = (\mathbb{R}^n, \alpha, \{A^t\}_{g \in F_{\geq 1}}, \{\omega^t\}_{\sigma \in F_0})$

1: $f \leftarrow \sum_{\sigma \in F_0} \omega^t \in \mathbb{R}^n$ // Initialization
2: repeat
3: $f \leftarrow \sum_{\sigma \in F_0} \omega^t + \sum_{p \geq 1} \sum_{g \in F_p} A^t(I, f, \ldots, f)$ // $f_{k+1} = F(f_k)$
4: until convergence
5: return $f$

Algorithm 3 Generalized Partition Function – Newton
Input: A strongly convergent minimal WTA $A = (\mathbb{R}^n, \alpha, \{A^t\}_{g \in F_{\geq 1}}, \{\omega^t\}_{\sigma \in F_0})$
Output: Generalized partition function $j_A = \sum_{t \in T} \omega^t(\ell(t))$

1: $n \leftarrow \sum_{\sigma \in F_0} \omega^t \in \mathbb{R}^n$ // Initialization
2: repeat
3: $f \leftarrow \sum_{\sigma \in F_0} \omega^t + \sum_{p \geq 1} \sum_{g \in F_p} A^t(I, n, \ldots, n)$ // $f = F(n)$
4: $M \leftarrow \sum_{p \geq 1} \sum_{g \in F_p} \sum_{i=0}^{p-1} A^t(I, n, \ldots, n, I, n, \ldots, n)$ // $M = J_{F,n}$
5: $n \leftarrow n + (I - M)^{-1}(f - n)$ // $n_{new} = n + (I - J_{F,n})^{-1}(F(n) - n)$
6: until convergence
7: return $n$

Let us first recall that the convergence of the fixed point iteration defined in Eq. (7) follows from the fact that $f_k = F^{k+1}(0) = \sum_{t \in T \geq k} \omega^t(\ell(t))$ (see Theorem 7). Intuitively, the fixed point iteration can be seen as a naive method to compute $j$ where, at each iteration $k$, the set of trees of depth $k$ is added to the current estimate:

$$j = \sum_{t \in T} \omega^t(\ell(t)) = \sum_{t : \text{depth}(t) = 0} \omega^t(\ell_0) + \sum_{t : \text{depth}(t) = 1} \omega^t(\ell_{f_0}) + \sum_{t : \text{depth}(t) = 2} \omega^t(\ell_{f-f_0}) + \ldots.$$ 

This decomposition in terms of a telescoping series shows that the fixed point iteration method only adds a finite set of trees to the current estimate at every step. In contrast, we will show that Newton’s method corresponds to adding an infinite number of trees at each iteration. This observation provides an intuitive explanation for the faster convergence of Newton’s method.

We start by introducing the notion of contexts built on a subset of $T$, as well as two fundamental operations on subsets of trees.

Definition 11. Given a set of trees $S \subset T$, the set of $S$-contexts $\mathcal{E}(S) \subset \mathcal{E}$ is the smallest set satisfying

(i) $\ast \in \mathcal{E}(S)$

(ii) $g(t_1, \ldots, t_{i-1}, c, t_{i+1}, \ldots, t_p) \in \mathcal{E}(S)$ for all $c \in \mathcal{E}(S)$, $p \geq 1$, $g \in F_p$, and $t_1, \ldots, t_p \in S$.

Definition 12. Given any set of contexts $C \subset \mathcal{E}$ and any set of trees $S \subset T$, we define

$$C[S] = \{c[t] | c \in C, t \in S\} \quad \text{and} \quad F(S) = \{g(t_1, \ldots, t_p) | p \geq 0, g \in F_p, t_1, \ldots, t_p \in S\}.$$

One can easily check that $\mathcal{C} = \mathcal{E}(T)$ and $F_0 \subset F(S)$ for any $S \subset T$. Before diving further into the convergence of Newton’s method, let us observe that the set of trees can be expressed using the operator $F$ with $T_F = \bigcup_{k \geq 0} F^k(\emptyset)$. This definition of the set of trees is intrinsically related to the mapping $F$ defined in Eq. (6) and to the fixed point iteration in the sense that $f_k = F^k(0) = \sum_{t \in T} \omega^t(t)$ for all $k \geq 0$.

We are now ready to show how Newton iteration can be expressed, similarly to the fixed point iteration, as successive sums over growing subsets of $T$. We consider the sequence $(S_k)_k$ of subsets of $T$ defined by

$$S_0 = F_0, \quad S_{k+1} = \mathcal{E}(S_k)[S_k] \text{ for all } k \geq 0.$$ 

We will prove the convergence of Newton’s method by showing that $T_F = \bigcup_{k \geq 0} S_k$ and $n_k = \sum_{t \in S_k} \omega^t(t)$ for all $k \geq 0$. Hence, whereas the fixed point iteration can be interpreted as successive summations over
finite sets of trees, Newton’s method corresponds to successive summations over infinite sets of trees. For example, \( S_1 \) is the set of all trees whose internal nodes all have at most one child that is not a leaf.

We first prove two fundamental properties of \( S \)-contexts in the following proposition.

**Proposition 13.** Let \( S \subseteq \mathcal{T} \) be closed under subtree, i.e. such that for any tree \( t \in S \), all the subtrees of \( t \) belong to \( S \), and let \( c \in \mathcal{C}(S) \). The following hold:

(i) any subtree \( \tau \) of \( c \) is either a tree in \( S \) or a context in \( \mathcal{C}(S) \).

(ii) if \( c = c_1[c_2] \) for some contexts \( c_1, c_2 \in \mathcal{C} \), then \( c_1 \in \mathcal{C}(S) \).

In particular, the proposition holds whenever \( S \) is any element \( S_k \subseteq \mathcal{T} \) of the sequence defined in Equation (11).

**Proof.** The comment about the sequence \( (S_k)_k \) follows from the fact that each \( S_k \) is closed under subtree, which can be shown by induction on \( k \).

(i) We proceed by induction on \( \text{drop}(c) \). If \( c = \ast \) then \( \tau = c \in \mathcal{C}(S) \) by definition of \( \mathcal{C}(S) \). Suppose now that the result holds for any context in \( \mathcal{C}(S) \) of drop less than \( k \) and let \( c \) be a context of drop \( k + 1 \). Then, by definition of \( \mathcal{C}(S) \), \( c = g(t_1, \ldots, t_{i-1}, c', t_{i+1}, \ldots, t_p) \) for some \( p \geq 1 \), \( g \in \mathcal{F}_p \), \( t_1, \ldots, t_p \in S \) and some \( c' \in \mathcal{C}(S) \) of drop \( k \). Let \( \tau \subseteq c \) be a subtree of \( c \). Then, one of three cases can occur:

- either \( \tau = c \in \mathcal{C}(S) \),
- or \( \tau \subseteq t_i \in S \) for some \( i \), in which case \( \tau \in S \) since \( S \) is closed under subtree,
- or a subtree of \( c' \), in which case the result holds by the induction hypothesis.

(ii) We proceed by induction on \( \text{drop}(c_1) \). The result is trivial for \( c_1 = \ast \). Suppose now that \( c_1 = g(t_1, \ldots, t_{i-1}, c', t_{i+1}, \ldots, t_p) \) for some \( p \geq 1 \), \( g \in \mathcal{F}_p \), \( t_1, \ldots, t_p \in S \) and some \( c' \in \mathcal{C} \). Then \( c'[c_2] \) is a subtree of \( c \), hence it belongs to \( \mathcal{C}(S) \) by (i), from which \( c' \in \mathcal{C}(S) \) follows using the induction hypothesis, and we thus have \( c_1 \in \mathcal{C}(S) \) by definition of \( \mathcal{C}(S) \).

We now show several properties of the sequence \( (S_k)_k \), including the crucial fact that \( \mathcal{T} = \bigcup_{k \geq 0} S_k \).

**Proposition 14.** Let \( k \geq 1 \). The following hold:

(i) \( S_k \subseteq S_{k+1} \),

(ii) \( t \in S_k \) if and only if any subtree of \( t \) belongs to \( S_k \),

(iii) \( S_k \subseteq \mathcal{F}(S_k) \),

(iv) \( \bigcup_{k \geq 0} S_k = \mathcal{T} \).

**Proof.** (i) This directly follows from the fact that \( \ast \in \mathcal{C}(S_k) \).

(ii) We proceed by induction on \( k \). The case \( k = 1 \) is immediate. Suppose that the result holds for integers up to \( k \) and let \( t \in S_{k+1} \). By definition of \( S_{k+1} \) we have \( t = c[t'] \) for some \( c \in \mathcal{C}(S_k) \) and some \( t' \in S_k \). Let \( \tau \) be a subtree of \( t \). One of three cases can occur:

- \( \tau \) is a subtree of \( t' \), in which case \( \tau \in S_k \) by the induction hypothesis (since \( t' \in S_k \)) and \( \tau \subseteq S_{k+1} \) by (i),

- \( t' \) is a subtree of \( \tau \), in which case \( \tau = c'[t'] \) for some context \( c' \) which is a subtree of \( c \), hence \( \tau \in \mathcal{C}(S_k)[S_k] = S_{k+1} \), since \( c' \in \mathcal{C}(S_k) \) by Proposition 13(i),

- \( \tau \) is a subtree of \( c \) which is not a context, in which case \( \tau \in S_k \) by Proposition 13(i), hence \( \tau \subseteq S_{k+1} \) by (i).

---

\(^7\text{It is worth mentioning that the trees in } S_k \text{ almost coincides with the set of trees of dimension at most } k, \text{ using the notion of dimension of a tree introduced in [29]. The difference between the two resides in the treatment of arity one symbols. For example, if } f \text{ is a symbol of arity one and } a \text{ a symbol of arity } 0, \text{ the tree } f(f(f(a))) \text{ has dimension zero but belongs to the set } S_3 \text{. If there are no symbols of arity one in } \mathcal{F}, \text{ then } S_k \text{ is exactly the set of trees of dimension at most } k.\)
(iii) Let \( t \in S_k \). Suppose first that \( t \in F_0 \); then \( t \in \mathcal{F}(S_k) \) since \( \mathcal{F}_0 \subset \mathcal{F}(S) \) for any \( S \subset \Xi \). Now if \( t \notin \mathcal{F}_0 \), we can write \( t = g(t_1, \ldots, t_p) \) for some \( p \geq 1 \), \( g \in \mathcal{F}_p \) and \( t_1, \ldots, t_p \in \Xi \). It then follows from (ii) that \( t_i \in S_k \) for all \( i \) (since they are all subtrees of \( t \in S_k \)) and thus \( t \in \mathcal{F}(S_k) \).

(iv) We show that for any tree \( t \), there exists a \( k \) such that \( t \in S_k \), from which the result follows. We proceed by induction on \( |t| \). If \( t = \sigma \) then \( t \in \mathcal{F}_0 = S_0 \). Now suppose \( t = g(t_1, \ldots, t_p) \) for some \( p \geq 1 \), \( g \in \mathcal{F}_p \) and \( t_1, \ldots, t_p \in \Xi \). By induction hypothesis and using (i) we have \( t_1, \ldots, t_p \in S_k \) for some integer \( k \). We can write \( t = c[t_1] \) with \( c = g(c_1, t_2, \ldots, t_p) \). We have \( c \in \mathcal{C}(S_k) \) (by definition of \( \mathcal{C}(S_k) \) and using \( t_2, \ldots, t_p \in S_k \)). Hence \( t = c[t_1] \in \mathcal{C}[S_k](S_k) = S_k+1 \) (using \( t_1 \in S_k \)). □

It remains to show that \( n_k = \sum_{t \in S_k} \omega(t) \) for all \( k \geq 0 \). We start by showing how the operations introduced in Definition 12 relate to the operator \( F \) and to its Jacobian.

**Proposition 15.** Let \( v = \sum_{t \in S} \omega(t) \) for some \( S \subset \Xi \). Then the mapping \( F \) defined in Eq. (6) and its Jacobian around \( v \) (see Eq. (8)) satisfy

(i) \( F(v) = \sum_{t \in \mathcal{F}(S)} \omega(t) \),

(ii) \( (J_{v,F})^k = \sum_{c \in \mathcal{E}(S) \cap \mathcal{E}^k} \Xi(c) \) for all \( k \geq 1 \), where \( \mathcal{E}^k \) denote the set of contexts of drop \( k \).

**Proof.** (i) directly follows from the definitions of \( F \) and \( \mathcal{F}(S) \). For (ii), we proceed by induction on \( k \). The case \( k = 0 \) is immediate since \( \mathcal{E}^0 = \{ \ast \} \) and \( \Xi(\ast) = \mathbf{I} \). Suppose the result holds for integers up to \( k \). First observe that

\[
J_{v,F} = \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} A^g(I, v \ldots, v, I, v \ldots, v)_{\text{times}} \times (p-1-i)_{\text{times}}
\]

\[
= \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} \sum_{t_1, \ldots, t_{p-1} \in S} A^g(I, \omega(t_1), \ldots, \omega(t_i), I, \omega(t_{i+1}), \ldots, \omega(t_{p-1}))
\]

\[
= \sum_{p \geq 1} \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} \sum_{t_1, \ldots, t_{p-1} \in S} \Xi(g(t_1, \ldots, t_i, \ast, t_{i+1}, \ldots, t_{p-1}))
\]

\[
= \sum_{c \in \mathcal{E}(S) \cap \mathcal{E}^k} \Xi(c).
\]

We then have

\[
(J_{v,F})^{k+1} = J_{v,F}(J_{v,F})^k
= \sum_{c_1 \in \mathcal{E}(S) \cap \mathcal{E}^k} \Xi(c_1) \sum_{c_2 \in \mathcal{E}(S) \cap \mathcal{E}^k} \Xi(c_2)
= \sum_{c_1 \in \mathcal{E}(S) \cap \mathcal{E}^k} \sum_{c_2 \in \mathcal{E}(S) \cap \mathcal{E}^k} \Xi(c_1[\{c_2\}])
= \sum_{c \in \mathcal{E}(S) \cap \mathcal{E}^{k+1}} \Xi(c)
\]

where we used the induction hypothesis for the second equality and the last equality comes from the fact that, for any family of contexts \( C \subset \mathcal{E} \), the map \( (c_1, c_2) \mapsto c_1[c_2] \) is an isomorphism between \( C \cap \mathcal{E}^1 \times C \cap \mathcal{E}^k \) and \( C \cap \mathcal{E}^{k+1} \). □

Finally, we will need the following technical lemma.

**Lemma 16.** For any \( k \geq 1 \), we have

\[
\mathcal{C}(S_k) \times (\mathcal{F}(S_k) \setminus S_k) \cong \mathcal{C}(S_k)[S_k] \setminus S_k
\]

and the map \( \phi : (c, t) \mapsto c[t] \) is an isomorphism between the two sets.

**Proof.** We first show that \( \phi \) is injective. Let \( (c, t), (c', t') \in \mathcal{C}(S_k) \times (\mathcal{F}(S_k) \setminus S_k) \) be such that \( c[t] = c'[t'] \). First observe that \( t' \) cannot be a subtree of \( c \); indeed since \( c \) is in \( \mathcal{C}(S_k) \), all of its subtrees are in \( S_k \) by Proposition 13.(i). Hence we have that either \( t \) is a subtree of \( t' \), or \( t' \) is a subtree of \( t \). Suppose
the latter (a symmetric argument can be used for the former). We have \( t = g(t_1, \ldots, t_p) \) for some \( p \geq 0, g \in \mathcal{F}_p, t_1, \ldots, t_p \in S_k \) by definition of \( \mathcal{F}(S_k) \). Since \( t \notin S_k \) and \( \mathcal{F}_0 \subset S_k \) we must have \( p \geq 1 \). Furthermore, by Proposition 14.(ii), \( t' \) cannot be a subtree of one of the \( t_i \in S_k \) since it does not belong to \( S_k \), hence the only way for \( t' \) to be a subtree of \( t \) is if \( t' = t \), from which \( c = c' \) follows.

We now show that \( \phi \) is surjective. Let \( t = c[t'] \in \mathcal{C}(S_k) \setminus S_k \) with \( (c, t') \in \mathcal{C}(S_k) \times S_k \). We show that \( t = c'[s] \) for some \( c' \in \mathcal{C}(S_k) \) and some \( s \in \mathcal{F}(S_k) \setminus S_k \). Let \( \tau \) be the largest subtree of \( t \) satisfying both \( \tau \in S_k \) and \( t' \) is a subtree of \( \tau \). Since \( t \notin S_k \) we have \( \tau \neq t \) and we can write \( t = c'[g(t_1, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_p)] \) for some \( p \geq 1, g \in \mathcal{F}_p, t_1, \ldots, t_p \in \mathcal{T} \) and some context \( c' \). Since \( t_1, \ldots, t_p \) are subtrees of \( c \) they all belong to \( S_k \) by Proposition 13.(i), hence \( s = g(t_1, \ldots, t_{i-1}, \tau, t_{i+1}, \ldots, t_p) \in \mathcal{F}(S_k) \) and moreover \( s \notin S_k \) since \( \tau \) is maximal. It remains to show that \( c' \in \mathcal{C}(S_k) \), which follows from observing that \( c = c'[c''] \) for some context \( c'' \) and applying Proposition 13.(ii). \( \square \)

We can now prove the convergence of Newton’s method.

**Theorem 17.** Under the assumption of Theorem 10, the Newton sequence \((n_k)_k \) defined in Eq. (9) is such that

\[
n_k = \sum_{t \in S_k} \omega(t) \quad \text{for all } k \geq 0.
\]

Consequently, \( \lim_{k \to \infty} n_k = j \).

**Proof.** We proceed by induction on \( k \). The case \( k = 0 \) is immediate. Suppose that the result holds for integers up to \( k \). We have

\[
n_{k+1} = n_k + (I - J_{n_k,F})^{-1}(F(n_k) - n_k)
\]

\[
= n_k + \sum_{i \geq 0} (J_{n_k,F})^i(F(n_k) - n_k)
\]

\[
= n_k + \sum_{i \geq 0 \in \mathcal{C}(S_k) \cap \mathcal{E}} \Xi[c](F(n_k) - n_k)
\]

\[
= n_k + \sum_{c \in \mathcal{C}(S_k)} \Xi[c](F(n_k) - n_k).
\]

where we used the fact that the spectral radius of \( (I - J_{n_k,F}) \) is less than one (see assumption 1 in Theorem 10) and Proposition 15.(ii). Now, using Proposition 15.(i), the fact that \( S_k \subset \mathcal{F}(S_k) \) (see Proposition 14.(iii)) and the induction hypothesis, we have \( F(n_k) - n_k = \sum_{t \in \mathcal{F}(S_k) \setminus S_k} \omega(t) \), hence

\[
n_{k+1} = \sum_{t \in S_k} \omega(t) + \sum_{c \in \mathcal{C}(S_k) \cap \mathcal{E}} \sum_{t \in \mathcal{F}(S_k) \setminus S_k} \omega(c[t]).
\]

The result then follows by observing that Lemma 16 implies

\[
\sum_{c \in \mathcal{C}(S_k) \cap \mathcal{E}} \sum_{t \in \mathcal{F}(S_k) \setminus S_k} \omega(c[t]) = \sum_{t \in \mathcal{F}(S_k) \setminus S_k} \omega(t) = \sum_{t \in S_k+1 \setminus S_k} \omega(t).
\]

We thus showed that \( n_k = \sum_{t \in S_k} \omega(t) \) for all \( k \) and \( \lim_{k \to \infty} n_k = j \) follows by Proposition 14.(iv). \( \square \)

## 5 Computation of the Gramian Matrices

We now show how the results obtained in the previous section can be leveraged to design an efficient algorithm to approximate the Gramian matrices of a strongly convergent WTA. Let \( f : \mathcal{T} \to \mathbb{R} \) be a strongly convergent recognizable function and recall that, given the rank factorization \( H_f = P_A S_A \) induced by some minimal WTA \( A = (\mathbb{R}^n, \mathcal{A}, \{T^p\}_{g \in \mathcal{F}_2}, \{\omega^p\}_{\sigma \in \mathcal{F}_0}) \) computing \( f \), the Gramian matrices satisfy

\[
G_e = P_A^T P_A = \sum_{c \in \mathcal{E}} \alpha_A(c) \alpha_A(c)^T \quad \text{and} \quad G_\mathcal{T} = S_A S_A^T = \sum_{t \in \mathcal{T}} \omega_A(t) \omega_A(t)^T.
\]

We will show that the vectorization of the Gramian matrix \( G_\mathcal{T} \) is the generalized partition function of the product WTA \( A^\otimes = (\mathbb{R}^n, \tilde{\alpha}, \{\tilde{A}^p\}_{g \in \mathcal{F}_2}, \{\tilde{\omega}^p\}_{\sigma \in \mathcal{F}_0}) \) defined by

\[
\tilde{\alpha} = \alpha \otimes \alpha,
\]
\[ \tilde{A}^g = A^g \otimes \tilde{A}^g \in \mathbb{R}^{n^2 \times \cdots \times n^2} \text{ for all } p \geq 1, \ g \in \mathcal{F}_p \text{ and} \]

\[ \tilde{\omega}^\sigma = \omega^\sigma \otimes \tilde{\omega}^\sigma \text{ for all } \sigma \in \mathcal{F}_0. \]

One can easily check that \( A^\circ \) computes the function \( f_{A^\circ} : t \mapsto f(t)^2 \) (see e.g. [19]). For the sake of brevity let \( \omega = \omega_A, \ \alpha = \alpha_A, \ \tilde{\omega} = \omega_A^\circ \) and \( \tilde{\alpha} = \alpha_A^\circ. \) Let also \( \tilde{j} = \sum_{t \in \mathcal{T}} \tilde{\omega}(t). \) Now, since \( G_\mathcal{F} = \sum_{t \in \mathcal{T}} \omega(t) (\omega(t))^\top \) and \( \tilde{\omega}(t) = \text{vec}(\omega(t) (\omega(t))^\top) \), we have \( \tilde{j} = \text{vec}(G_\mathcal{F}) \) and computing the Gramian matrix \( G_\mathcal{F} \) boils down to computing the vector \( \tilde{j} \), which can be performed efficiently using either the fixed point or the Newton iterations derived in the previous section. In order to apply Theorem 7 and Theorem 10, we need to show that the assumptions on the Jacobian of the polynomial map \( F \) in these theorems hold in this setting; this is done in the following theorem.

**Theorem 18.** Let \( A = (\mathbb{R}^n, \alpha, \{ A^g \}_{g \in \mathcal{F}_2}, \{ \omega^\sigma \}_{\sigma \in \mathcal{F}_n}) \) be a minimal WTA computing a strongly convergent function \( f \) and let \( A^\circ = (\mathbb{R}^n, \tilde{\alpha}, \{ \tilde{A}^g \}_{g \in \mathcal{F}_2}, \{ \tilde{\omega}^\sigma \}_{\sigma \in \mathcal{F}_n}) \) where \( \tilde{\alpha} = \alpha \otimes \alpha, \tilde{A}^g = A^g \otimes A^g \in \mathbb{R}^{n^2 \times \cdots \times n^2} \) for all \( p \geq 1, \ g \in \mathcal{F}_p \) and \( \tilde{\omega}^\sigma = \omega^\sigma \otimes \tilde{\omega}^\sigma \) for all \( \sigma \in \mathcal{F}_0. \)

We denote by \( \tilde{F} \) the mapping defined in Eq. (6) for the WTA \( A^\circ, \) i.e.

\[ \tilde{F} : v \mapsto \sum_{\sigma \in \mathcal{F}_n} \tilde{\omega}_\sigma + \sum_{p \geq 1, g \in \mathcal{F}_p} \tilde{A}^g(I, v, \ldots, v). \]  

Then, for any set of trees \( S \subset \mathcal{T}, \) the spectral radius of the Jacobian \( J_{\tilde{F}, s} \) of \( \tilde{F} \) at \( s = \sum_{t \in S} \tilde{\omega}(t) \) is strictly smaller than 1 and, consequently, the matrix \( I - J_{\tilde{F}, s} \) is invertible.

**Proof.** Let \( E = J_{\tilde{F}, s}. \) Since \( A \) is minimal, there exist trees \( t_1, \ldots, t_n \in \mathcal{T} \) and contexts \( c_1, \ldots, c_n \in \mathcal{C} \) such that both \( \{ \omega(t_1) \}_{i \in [n]} \) and \( \{ \alpha(c_i) \}_{i \in [n]} \) are sets of linearly independent vectors in \( \mathbb{R}^n \) [9]. Therefore, the sets \( \{ \omega(t_1) \otimes \omega(t_j) \}_{i,j \in [n]} \) and \( \{ \alpha(c_i) \otimes \alpha(c_j) \}_{i,j \in [n]} \) are sets of linearly independent vectors in \( \mathbb{R}^{n^2}. \)

Let \( v \in \mathbb{R}^n \) be an eigenvector of \( E \) with eigenvalue \( \lambda \neq 0, \) and let \( v = \sum_{i,j \in [n]} \beta_{i,j} (\omega(t_i) \otimes \omega(t_j)) \) be its expression in the basis \( \{ \omega(t_i) \otimes \omega(t_j) \}_{i,j=1,\ldots,n}. \) For any \( i, j \in [n], \) the vector \( u = (\alpha(c_i) \otimes \alpha(c_j)) \) is such that

\[ \lim_{k \to \infty} u^\top E^k v \leq \lim_{k \to \infty} |u^\top E^k v| \leq \sum_{i,j \in [n]} |\beta_{i,j}| \lim_{k \to \infty} |u^\top E^k (\omega(t_i) \otimes \omega(t_j))| = 0, \]

where we used Lemma 19 (see below) in the last equality. Since this is true for any vector \( u \) in the basis \( \{\alpha(c_i) \otimes \alpha(c_j)\}_{i,j=1,\ldots,n} \) of \( \mathbb{R}^{n^2}, \) we have \( \lim_{k \to \infty} E^k v = \lim_{k \to \infty} \lambda^k v = 0, \) hence \( |\lambda| < 1. \) This reasoning holds for every eigenvalue of \( E, \) hence \( \rho(E) < 1. \)

**Lemma 19.** Under the hypothesis (and using the notations) of Theorem 18, for any \( c_1, c_2 \in \mathcal{C}, \) any \( t_1, t_2 \in \mathcal{T} \) and any \( S \subset \mathcal{T} \) we have

\[ \lim_{k \to \infty} ([\alpha(c_1) \otimes \alpha(c_2)]^\top (J_{\tilde{F}, s})^k (\omega(t_1) \otimes \omega(t_2))) = 0 \]

where \( s = \sum_{t \in S} \tilde{\omega}(t). \)

**Proof.** Let \( E = J_{\tilde{F}, s} \) and let \( \tilde{E} : \mathcal{C} \to \mathbb{R}^{n^2 \times n^2} \) be the context mapping associated with the WTA \( A^\circ; \) i.e. \( \tilde{E} = \Xi_{A^\circ} \). We start by proving by induction on \( \text{drop}(c) \) that \( \tilde{E}(c) = \mathcal{E}(c) \otimes \Xi(c) \) for all \( c \in \mathcal{C}. \) Let \( \mathcal{E}^k \) denote the set of contexts \( c \in \mathcal{C} \) with \( \text{drop}(c) = k. \) The statement is trivial for \( c \in \mathcal{E}^0. \) Assume the statement is true for all naturals up to \( k - 1 \) and let \( c = g(c', t_1, \ldots, t_p) \in \mathcal{E}^d \) for some \( p \geq 0, \ g \in \mathcal{F}_{p+1}, \ t_1, \ldots, t_p \in \mathcal{T} \) and \( c' \in \mathcal{E}^{d-1}. \) Then using our induction hypothesis and the fact that \( \tilde{\omega}(t) = \omega(t) \otimes \omega(t) \) for any tree \( t, \) we have

\[ \tilde{E}(c) = \tilde{A}^g(I, c', \tilde{E}(c'), \omega(t_1), \ldots, \omega(t_p)) = \tilde{A}^g(I, c' \otimes \Xi(c'), \omega(t_1) \otimes \omega(t_1), \ldots, \omega(t_p) \otimes \omega(t_p)) = \mathcal{A}^g(I, \Xi(c'), \omega(t_1), \ldots, \omega(t_p)) \otimes \mathcal{A}^g(I, c', \omega(t_1), \ldots, \omega(t_p)) = \mathcal{E}(c) \otimes \Xi(c). \]

The case \( c = g(t_1, \ldots, t_{i-1}, c', t_i, \ldots, t_p) \) for \( i > 1 \) follows from an identical argument.
Using the fact that $E^k = \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} \Xi(c)$ (see Proposition 15) and writing $d_c = \min(\text{drop}(c_1), \text{drop}(c_2))$ and $d_t = \min(\text{depth}(t_1), \text{depth}(t_2))$, we have

$$
| (\alpha(c_1) \otimes \alpha(c_2))^T E^k (\omega(t_1) \otimes \omega(t_2)) | = \left| \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} (\alpha(c_1) \otimes \alpha(c_2))^T \Xi(c)(\omega(t_1) \otimes \omega(t_2)) \right|
$$

\[
= \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} (\alpha(c_1) \otimes \alpha(c_2))^T \Xi(c)(\omega(t_1) \otimes \omega(t_2))
\]

\[
= \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} (\alpha(c_1))^T \Xi(c)(\omega(t_1)) \cdot (\alpha(c_2))^T \Xi(c)(\omega(t_2))
\]

\[
= \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} f(c_1|c[t_1])f(c_2|c[t_2])
\]

\[
\leq \left( \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} |f(c_1|c[t_1])| \right) \left( \sum_{c \in \mathcal{E}(S) \cap \mathcal{A}} |f(c_2|c[t_2])| \right)
\]

\[
\leq \left( \sum_{c \in \mathcal{E}} |f(c_1|c[t_1])| \right) \left( \sum_{c \in \mathcal{E}} |f(c_2|c[t_2])| \right)
\]

\[
\leq \left( \sum_{t \in \mathcal{T} \cap d_c + d_t + k} |f(t)| \right)^2
\]

which tends to 0 with $k \to \infty$ since $f$ is strongly convergent. To prove the last inequality, check that any tree of the form $t' = c[c'[t]]$ satisfies $\text{depth}(t') \geq \text{drop}(c) + \text{depth}(c') + \text{depth}(t)$, and that for fixed $c \in \mathcal{C}$ and $t, t' \in \mathcal{T}$ we have $|\{c' \in \mathcal{C} : c[c'[t]] = t'\}| \leq |t'|$ (indeed, a factorization $t' = c[c'[t]]$ is fixed once the root of $t$ is chosen in $t'$, which can be done in at most $|t'|$ (different ways).

It follows that we can approximate the Gramian matrix $G_\mathcal{T}$ to an arbitrary precision by computing the generalized partition function of $A^\otimes$, benefiting from the convergence rates given in Theorems 8 and 10. Though we could derive a similar iterative algorithm to compute $G_\mathcal{E}$, it turns out that knowledge of $\mathbf{j} = \text{vec}(G_\mathcal{T})$ provides an alternative procedure to obtain $G_\mathcal{E}$. As before, we have $G_\mathcal{E} = P^T P = \sum_{c \in \mathcal{E}} \alpha(c)\alpha(c)^T$ and $\hat{\alpha} = \alpha(c) \otimes \alpha(c)$ for all $c \in \mathcal{C}$, hence $q = \text{vec}(G_\mathcal{E}) = \sum_{c \in \mathcal{E}} \hat{\alpha}(c)$. First observe that the Jacobian of the mapping $\hat{F}$, defined in Eq. (12), at the generalized partition function $\mathbf{j}$ is given by

$$
J_{\hat{F}, \mathbf{j}} = \sum_{p \geq 1} \sum_{g \in \mathcal{F}_{p}} \sum_{i=0}^{p-1} \mathcal{A}^q(I, \underbrace{\mathbf{j}, \ldots, \mathbf{j}}_{i \text{ times}}, I, \underbrace{\mathbf{j}, \ldots, \mathbf{j}}_{p-1-i \text{ times}}),
$$

which only depends on the tensors $\{\mathcal{A}^q\}_{g \in \mathcal{F}_{p}}$ and $\mathbf{j}$. We can thus use the expression $\hat{\alpha}(c) = \Xi_A \otimes \alpha(c)^T \hat{\alpha}$ to get

$$
q^\top = \sum_{c \in \mathcal{E}} \hat{\alpha}(c)^T \Xi_A \otimes \alpha(c) = \hat{\alpha}(c)^T \sum_{k \geq 0} (J_{\hat{F}, \mathbf{j}})^k = \hat{\alpha}(c)^T (I - J_{\hat{F}, \mathbf{j}})^{-1},
$$

where we used the facts that $(J_{\hat{F}, \mathbf{j}})^k = \sum_{c \in \mathcal{E}, \text{drop}(c) = k} \Xi_A \otimes \alpha(c)$ (which follows from Proposition 15) and that the spectral radius of $J_{\hat{F}, \mathbf{j}}$ is strictly less than 1 (see Theorem 18).

Algorithm 4 summarizes the overall approximation procedure for the Gramian matrices, which can be done to an arbitrary precision. There, reshape($\cdot, n \times n$) is an operation that takes an $n^2$-dimensional vector and returns the $n \times n$ matrix whose first column contains the first $n$ entries in the vector and so on. Theoretical guarantees on the convergence rate of this algorithm are summarized in the following theorem.
Theorem 20. There exist \( \rho, \hat{\rho} \in (0, 1) \) such that, after \( k \) iterations of the iterative method used to compute the generalized partition function in line 7 of Algorithm 4, the approximations \( G_{\mathbf{e}} \) and \( \hat{G}_{\mathbf{e}} \) satisfy
\[
\| G_{\mathbf{e}} - \hat{G}_{\mathbf{e}} \|_F \leq O(\rho^k) \quad \text{and} \quad \| G_{\mathbf{T}} - \hat{G}_{\mathbf{T}} \|_F \leq O(\rho^k)
\]
when using the fixed-point iteration method, and
\[
\| G_{\mathbf{e}} - \hat{G}_{\mathbf{e}} \|_F \leq O(\hat{\rho}^{2k}) \quad \text{and} \quad \| G_{\mathbf{T}} - \hat{G}_{\mathbf{T}} \|_F \leq O(\hat{\rho}^{2k})
\]
when using Newton’s method.

Proof. The result for the Gramian matrix \( G_{\mathbf{T}} \) directly follows from applying Theorems 8 and 10, whose assumptions are satisfied by Theorem 18. We now show how the error in the approximation of \( G_{\mathbf{T}} = \text{reshape}(s, n \times n) \) affects the approximation of \( q = (\alpha^{\otimes f})^T (\mathbf{I} - \mathbf{E})^{-1} = \text{vec}(G_{\mathbf{e}}) \). Let \( \bar{s} \in \mathbb{R}^{n^2} \) be such that \( \| s - \bar{s} \| \leq \varepsilon \), let
\[
\hat{\mathbf{E}} = \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} \hat{A}^g(I, \bar{s}, \ldots, \bar{s}, \mathbf{I}, \bar{s}, \ldots, \bar{s})
\]
and let \( q = \hat{\alpha}^T(\mathbf{I} - \hat{\mathbf{E}})^{-1} \). We first bound the distance between \( \mathbf{E} \) and \( \hat{\mathbf{E}} \). For any vector \( v \) we denote by \( v^{\otimes k} = v \otimes v \otimes \cdots \otimes v \) \((k \text{ times})\) its \( k \)th Kronecker power. Using the fact that for any symbol \( g \) of arity \( p \) we have \( \| \hat{A}^g(I, s, \ldots, s, \mathbf{I}, s, \ldots, s) - \hat{A}^g(I, \bar{s}, \ldots, \bar{s}, \mathbf{I}, \bar{s}, \ldots, \bar{s}) \|_F = \| A(s^{\otimes p-1} - \bar{s}^{\otimes p-1}) \|_F \) where \( A \) is the matricization of \( \hat{A}^g \) obtained by mapping the two modes multiplied by \( \mathbf{I} \) to rows and the remaining modes to columns, we obtain
\[
\| \mathbf{E} - \hat{\mathbf{E}} \|_F \leq \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} p\| \hat{A}^g \|_F \| s^{\otimes p-1} - \bar{s}^{\otimes p-1} \| \\
\leq \left( \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} p\| \hat{A}^g \|_F (\| s \| + \| \bar{s} \|)^{p-2} \right) \| s - \bar{s} \| \\
\leq \left( \sum_{g \in \mathcal{F}_p} \sum_{i=0}^{p-1} p\| \hat{A}^g \|_F (2\| s \| + \varepsilon)^{p-2} \right) \varepsilon \\
= \mathcal{O}(\varepsilon)
\]
as \( \varepsilon \to 0 \), where we used the inequality \( \| x^{\otimes k} - y^{\otimes k} \| \leq (\| x \| + \| y \|)^{k-1}\| x - y \| \) for any \( k \geq 1 \).

Let \( \delta = \| \mathbf{E} - \hat{\mathbf{E}} \| \) and let \( \bar{s} \) be the smallest nonzero eigenvalue of the matrix \( \mathbf{I} - \mathbf{E} \). It follows from [27, Equation 7.2] that if \( \delta < \varepsilon \) then \( \| (\mathbf{I} - \mathbf{E})^{-1} - (\mathbf{I} - \hat{\mathbf{E}})^{-1} \| \leq \delta / (\bar{s}(\delta - \varepsilon)) \). Since \( \delta = \mathcal{O}(\varepsilon) \) from our previous bound, the condition \( \delta \leq \bar{s}/2 \) will be eventually satisfied as \( \varepsilon \to 0 \), in which case we can conclude that
\[
\| G_{\mathbf{e}} - \hat{G}_{\mathbf{e}} \|_F = \| q - \hat{q} \| \leq \| (\mathbf{I} - \mathbf{E})^{-1} - (\mathbf{I} - \hat{\mathbf{E}})^{-1} \| \| \alpha \| \leq \frac{2\delta}{\bar{s}} \| \alpha \| = \mathcal{O}(\varepsilon).
\]

\[ \square \]

6 Approximate Minimization of Weighted Tree Automata

We now turn back to the problem of approximate minimization: given a WTA \( \hat{A} \) with \( \bar{n} < n \) states, can we find a WTA \( \hat{A} \) with \( \bar{n} < n \) states that is a good approximation of \( A \), that is, such that \( f_{\hat{A}} \) is close to \( f_{\hat{A}} \)? We propose a principled way to approach this problem that consists in removing states from the SVTA computing \( f_{\hat{A}} \) and analyze the approximation error induced by this truncation.

6.1 SVTA Truncation

Let \( f \) be a recognizable function and let \( A \) be a WTA computing \( f \). Recall that the value \( f_{\hat{A}}(e[t]) \) is given by the inner product \( \langle \alpha_{A}(e), \omega_{A}(t) \rangle = \sum_{i}(\alpha_{A}(e))_{i}(\omega_{A}(t))_{i} \). Thus, \( (\alpha_{A}(e))_{i} \) and \( (\omega_{A}(t))_{i} \) quantify the influence of state \( i \) in the computation of \( f_{A}(e[t]) \). By extension, given the rank factorization \( H_{f} = P_{A}S_{A} \), one can use \( \| P_{A}(\cdot, i) \| \) and \( \| S_{A}(i, \cdot) \| \) to measure the overall influence of state \( i \) in \( f_{A} \). Since our goal
In this section, we analyze the approximation error induced by the truncation of an SVTA. Given an SVTA \( A = (\mathbb{R}^n, \alpha, \{ A^g \}_{g \in F_{\geq 1}}, \{ \omega^\sigma \}_{\sigma \in F_0}) \),

**6.2 Approximation Error of an SVTA Truncation**

We call such \( \hat{A} \) from \( \tilde{A} \).

Intuitively, the states associated with the smaller singular values are the ones with the less influence on the Hankel matrix, thus they should also be the states having the less effect on the computation of \( f \). But because there are infinitely many WTAs computing \( f \), we need to first fix a particular representation for \( f \) before we can remove the less influential states. In particular, we seek a representation where each state is decoupled as much as possible from each other state, and where there is a clear ranking of states in terms of overall influence: the SVTA canonical form is thus a perfect candidate. Indeed, let \( \tilde{A} \) be the SVTA computing \( f \), because there are infinitely many WTAs computing \( f \) before we can remove the less influential states. In particular, we seek a representation where each state is decoupled as much as possible from each other state, and where there is a clear ranking of states in terms of overall influence: the SVTA canonical form is thus a perfect candidate. Indeed, let \( \tilde{A} \) be the SVTA computing \( f \), and let \( H_f = UDV^T \) be the SVD of \( H_f \). If \( \text{rank}(f) = n \), then \( \tilde{A} \) has \( n \) states and for every \( i \in [n] \) the \( i \)th state contributes to \( H_f \) by generating the \( i \)th left and right singular vectors weighted by \( \sqrt{\sigma_i} \), where \( \sigma_i = D_{ii} \) is the \( i \)th singular value. Thus, if we want to obtain a good approximation \( \tilde{f} \) to \( f \) with \( \hat{n} \) states, we can take the WTA \( \tilde{A} \) obtained by removing the last \( n - \hat{n} \) states from \( \tilde{A} \), which corresponds to removing from \( f \) the contribution of the smallest singular values of \( H_f \).

We call such \( \hat{A} \) an SVTA truncation.

**Algorithm 4 GramMatrices**

| Input: | A strongly convergent minimal WTA \( A = (\mathbb{R}^n, \alpha, \{ A^g \}_{g \in F_{\geq 1}}, \{ \omega^\sigma \}_{\sigma \in F_0}) \) |
| Output: | Gramian matrices \( \hat{G}_\varepsilon \simeq \sum_{e \in \mathcal{E}} \alpha(e)e^T \) and \( \hat{G}_\tau \simeq \sum_{t \in \mathcal{T}} \omega_A(t)\omega_A(t)^T \) |
| 1: | // Initialization of the parameters of the product WTA \( A^{\otimes} \) |
| 2: | \( \hat{\alpha} \leftarrow \alpha \otimes \alpha \) |
| 3: | \( \hat{A}^g \leftarrow \mathcal{A}^g \otimes \hat{A}^g \in (\mathbb{R}^{n^2})^{(2g+1)} \) for each \( g \in F_{\geq 1} \). |
| 4: | \( \hat{\omega}^\sigma \leftarrow \omega^\sigma \otimes \omega^\sigma \in \mathbb{R}^{n^2} \) for each \( \sigma \in F_0 \). |
| 5: | // Iterative method to approximate \( s = \text{vec}(G_\tau) \) |
| 6: | Define the product WTA \( A^{\otimes} = (\mathbb{R}^{n^2}, \hat{\alpha}, \{ \hat{A}^g \}_{g \in F_{\geq 1}}, \{ \hat{\omega}^\sigma \}_{\sigma \in F_0}) \) |
| 7: | Compute the generalized partition function \( s \simeq \sum_{t \in \mathcal{T}} \omega_A(t) \) of \( A^{\otimes} \) using Algorithm 2 or 3. |
| 8: | // Approximation of \( q = \text{vec}(G_\varepsilon) \) |
| 9: | \( E \leftarrow \sum_{p \geq 1} \sum_{g \in F_p} \sum_{i=0}^{n-1} \hat{A}^g(I, s, \ldots, s, I, \ s, \ldots, s) \) |
| 10: | \( q \leftarrow (\alpha \otimes \alpha)^T (I - E)^{-1} \) |
| 11: | \( \hat{G}_\varepsilon \leftarrow \text{reshape}(s, n \times n) \) |
| 12: | \( \hat{G}_\tau \leftarrow \text{reshape}(q, n \times n) \) |
| 13: | return \( \hat{G}_\varepsilon, \hat{G}_\tau \) |

is to approximate a given WTA by a smaller WTA obtained by removing some states in the original one, we shall proceed by removing those states with overall less influence on the computation of \( f \). But because there are infinitely many WTAs computing \( f \), we need to first fix a particular representation for \( f \) before we can remove the less influential states. In particular, we seek a representation where each state is decoupled as much as possible from each other state, and where there is a clear ranking of states in terms of overall influence: the SVTA canonical form is thus a perfect candidate. Indeed, let \( \tilde{A} \) be the SVTA computing \( f \) and let \( H_f = UDV^T \) be the SVD of \( H_f \). If \( \text{rank}(f) = n \), then \( \tilde{A} \) has \( n \) states and for every \( i \in [n] \) the \( i \)th state contributes to \( H_f \) by generating the \( i \)th left and right singular vectors weighted by \( \sqrt{\sigma_i} \), where \( \sigma_i = D_{ii} \) is the \( i \)th singular value. Thus, if we want to obtain a good approximation \( \tilde{f} \) to \( f \) with \( \hat{n} \) states, we can take the WTA \( \tilde{A} \) obtained by removing the last \( n - \hat{n} \) states from \( \tilde{A} \), which corresponds to removing from \( f \) the contribution of the smallest singular values of \( H_f \).

We call such \( \hat{A} \) an SVTA truncation.

**6.2 Approximation Error of an SVTA Truncation**

In this section, we analyze the approximation error induced by the truncation of an SVTA. Given an SVTA \( A = (\mathbb{R}^n, \alpha, \{ A^g \}_{g \in F_{\geq 1}}, \{ \omega^\sigma \}_{\sigma \in F_0}) \), its truncation to \( \hat{n} \) states is the automaton

\[
\hat{A} = (\mathbb{R}^n, \Pi \alpha, \{ A^g(\Pi^T, \ldots, \Pi^T) \}_{g \in F_{\geq 1}}, \{ \Pi \omega^\sigma \}_{\sigma \in F_0})
\]

where \( \Pi = [I_{\hat{n}} \ 0] \in \mathbb{R}^{n \times n} \) is the projection matrix that removes the states associated with the \( n - \hat{n} \) smallest singular values of the Hankel matrix.

Intuitively, the states associated with the smaller singular values are the ones with the less influence on the Hankel matrix, thus they should also be the states having the less effect on the computation of the SVTA. The following theorem supports this intuition by showing a fundamental relation between the singular values of the Hankel matrix of a recognizable function \( f \) and the parameters of the SVTA computing it.

**Proposition 21.** Let \( A = (\mathbb{R}^n, \alpha, \{ A^g \}_{g \in F_{\geq 1}}, \{ \omega^\sigma \}_{\sigma \in F_0}) \) be an SVTA with \( n \) states computing a function \( f \) and let \( s_1 \geq s_2 \geq \cdots \geq s_n \) be the singular values of the Hankel matrix \( H_f \).

Then, for all indices \( i, i_1, \ldots, i_{p+1} \in [n] \), the following hold:

- \( |\omega(t)| \leq \sqrt{s_i} \) for any \( t \in \mathcal{T} \),
- \( |\alpha(e)| \leq \sqrt{s_i} \) for any \( e \in \mathcal{E} \), and
- \( |A_{i_1 \ldots i_{p+1}}| \leq \min_{k \in [p+1]} \frac{g_{i_k}}{\sqrt{g_{i_1} \ldots g_{i_{p+1}}}} \) for any \( p \geq 1, g \in F_p \).
Proof. For the first point, let $UDV^\top$ be the SVD of $H_f$. Since $A$ is an SVTA we have

$$\omega(t)_i^2 = (S_{i,t})^2 = (D^{1/2}V^\top)_{i,t} = s_i (V_{i,t})^2$$

and since the rows of $V$ are orthonormal we have $(V_{i,t})^2 \leq 1$. The inequality for contexts is proved similarly by reasoning on the rows of $UD^{1/2}$.

The third point is a direct consequence of the fixed point equations for $G_\Sigma$ and $G_c$ given in Theorem 4. Indeed, since $A$ is an SVTA we have $(G_\Sigma)_{i,i} = (G_c)_{i,i} = s_i$, it is then easy to check that the fixed point equations imply

$$s_i = \sum_{\sigma \in \Sigma} (\omega^\sigma)^2 + \sum_{p \geq 1} \sum_{g \in F_p} \sum_{j_1,\ldots,j_p=1}^n (A^g_{i,j_1,\ldots,j_p})^2 s_{j_1} s_{j_2} \cdots s_{j_p}$$

and

$$s_i = \alpha_i^2 + \sum_{p \geq 1} \sum_{g \in F_p} \sum_{j_1,\ldots,j_p=1}^n (A^g_{i,j_1,\ldots,j_p})^2 s_{j_1} s_{j_2} \cdots s_{j_p}$$

for all $i \in [n]$. The result follows from observing that all the summands in the two equations are positive.

Two important properties of SVTAs follow from this proposition. First, the fact that $|\omega(t)_i| \leq \sqrt{s_i}$ implies that the weights associated with states corresponding to small singular values are small. Second, this proposition gives us some intuition on how the states of an SVTA interact with each other. To see this, let $g \in F_2$ be a symbol of arity 2 and let $M = A^g(\alpha, I, I)$. Then for a tree $t = g(t_1, t_2) \in \mathcal{T}$ we have $f_A(t) = \omega(t_1)^\top M \omega(t_2)$. Using the previous proposition one can show\footnote{Indeed, we have $|M_{ij}| = |(A^g(\alpha, I, I))_{ij}| \leq \sum_{k=1}^n |A^g_{i,j,k}| |\alpha_k|$, hence it follows from Proposition 21 that $|M_{ij}| \leq \sum_{k=1}^n \min\{\sqrt{s_i/\sqrt{s_j}}, \sqrt{s_j/\sqrt{s_i}}\} \sqrt{s_k} = n \cdot \min\{\sqrt{\sqrt{s_i}/\sqrt{s_j}}, \sqrt{\sqrt{s_j}/\sqrt{s_i}}\}$.} that

$$|M_{ij}| \leq n \sqrt{\frac{\min\{s_i, s_j\}}{\max\{s_i, s_j\}}}$$

which tells us that two states corresponding to singular values far away from each other have very little interaction in the computations of the automata.

Proposition 21 is key to proving the following theorem, which is the main result of this section. It shows how the approximation error induced by the truncation of an SVTA is impacted by the magnitudes of the singular values associated with the removed states.

**Theorem 22.** Let $P = \max_{g \in \Sigma} \sharp g$ be the maximum arity of symbols in $F = (\Sigma, \sharp)$. Let $f : \mathcal{T}_F \to \mathbb{R}$ be a function computed by an SVTA with $n$ states and let $f$ be the function computed by its truncation to $\tilde{n}$ states. Then, for any tree $t \in \mathcal{T}$ we have $|f(t) - \tilde{f}(t)| \leq n^{P|t|} s_{\tilde{n}+1}$.

**Proof.** The proof of this theorem is postponed to the end of this section. \qed
Proof of Theorem 22. Let $A = (\mathbb{R}^n, \alpha, \{A^g\}_{g \in \mathcal{F} \geq 1}, \{\omega^g\}_{\sigma \in \mathcal{F}^n})$ be an SVTA with $n$ states computing a function $f$ and let $1 \leq \hat{n} < n$. We consider the WTA with $n$ states

$\hat{A} = (\mathbb{R}^n, \hat{\alpha} = \Pi \alpha, \{\hat{A}^g = A^g(1, \Pi, \ldots, \Pi)\}_{g \in \mathcal{F} \geq 1}, \{\hat{\omega}^g = \omega^g\}_{\sigma \in \mathcal{F}^n})$

where $\Pi \in \mathbb{R}^{n \times n}$ is the projection matrix defined by $\Pi_{i,i} = 1$ if $i \leq \hat{n}$ and 0 otherwise. It is easy to check that the function $\hat{f}$ computed by the WTA $\hat{A}$ is equal to the one computed by the truncation of the SVTA $A$ to $\hat{n}$ states. Note that for any tree $t$ we have

$$|f(t) - \hat{f}(t)| = |\alpha^T \omega(t) - \alpha^T \hat{\omega}(t)| = |\alpha^T (\omega(t) - \hat{\omega}(t))|.$$

We start by bounding the magnitude of the components of the vectors $\hat{\omega}(t)$ and $(\omega(t) - \hat{\omega}(t))$ for any tree $t$ in the following lemmas.

Lemma 23. For any tree $t \in \mathcal{T}$ and any $i \in [n]$ we have $|\hat{\omega}(t)_i| \leq n|t|^{-1} \sqrt{a}$.

Proof. We proceed by induction on the size of $t$. If $t = \sigma \in \mathcal{F}_0$ we have $|\hat{\omega}(\sigma)_i| = |\omega(\sigma)_i| \leq \sqrt{a}$ by Proposition 21. Suppose the result holds for trees of size at most $m$ and let $t = g(t_1, \ldots, t_p)$ be a tree of size $m + 1$. We have

$$|\hat{\omega}(t)_i| = |(A^g(I, \Pi \hat{\omega}(t_1), \ldots, \Pi \hat{\omega}(t_p)))_i|$$

$$= \left| \sum_{j_1, \ldots, j_p=1}^n A^g_{i,j_1,\ldots,j_p} (\Pi \hat{\omega}(t_1))_{j_1} \cdots (\Pi \hat{\omega}(t_p))_{j_p} \right|$$

$$\leq \sum_{j_1, \ldots, j_p=1}^n \left| A^g_{i,j_1,\ldots,j_p} \right| |\hat{\omega}(t_1)_{j_1}| \cdots |\hat{\omega}(t_p)_{j_p}|$$

$$\leq \sum_{j_1, \ldots, j_p=1}^n \frac{\sqrt{a}^{j_1} \cdots \sqrt{a}^{j_p}}{\sqrt{a}^{j_1} - \sqrt{a}^{j_p}} n|t_1|^{-1} \sqrt{a}^{j_1} \cdots n|t_p|^{-1} \sqrt{a}^{j_p}$$

$$= n^{p+1} |t_1|^{-1} \cdots n|t_p|^{-1} \sqrt{a} = n^{p+1} |t|^{-1} \sqrt{a}$$

where we used the induction hypothesis and Proposition 21 for the last inequality.

Lemma 24. Let $P = \max_{g \in \Sigma} |g|$ be the maximum arity of symbols in $F = (\Sigma, \mathcal{F})$. Then for any tree $t$ and any $i \in [n]$ we have $|\omega(t)_i - (\Pi \hat{\omega}(t))_i| \leq n^p |t|^{-1} \frac{2n+1}{\sqrt{a}}$.

Proof. If $i > \hat{n}$ then $|\omega(t)_i - (\Pi \hat{\omega}(t))_i| = |\omega(t)_i| \leq \sqrt{a}$ (where we used Proposition 21 for the first inequality). For $i \leq \hat{n}$ we proceed by induction on the size of $t$. If $t = \sigma \in \mathcal{F}_0$ we have $|\omega(t)_i - (\Pi \hat{\omega}(t))_i| = |\omega(t)_i - \hat{\omega}(t)_i| = 0$ because $\omega^g = \omega^g$. Suppose the result holds for trees of size at most $m$ and let $t = g(t_1, \ldots, t_p)$ be a tree of size $m + 1$. Since $i \leq \hat{n}$ we have $\omega(t)_i - (\Pi \hat{\omega}(t))_i = (\omega(t) - \hat{\omega}(t))_i$. First, we have

$$\omega(t) - \hat{\omega}(t) = A^g(I, \omega(t_1), \ldots, \omega(t_p)) - A^g(I, \hat{\omega}(t_1), \ldots, \hat{\omega}(t_p))$$

$$= A^g(I, \omega(t_1) - \Pi \hat{\omega}(t_1), \omega(t_2), \ldots, \omega(t_p)) + A^g(I, \Pi \hat{\omega}(t_1), \omega(t_2), \ldots, \omega(t_p))$$

$$+ \cdots + A^g(I, \Pi \hat{\omega}(t_1), \ldots, \Pi \hat{\omega}(t_{p-1}), \omega(t_p) - \Pi \hat{\omega}(t_p)).$$

Now for any $k \in [p]$, using the induction hypothesis and the bounds $|\omega(t)_i| \leq \sqrt{a}$, $|A^g_{i,j_1,\ldots,j_p}| \leq n^{p+1} |t|^{-1} \frac{2n+1}{\sqrt{a}}$. Therefore,

$$|\omega(t)_i - (\Pi \hat{\omega}(t))_i| \leq n^{p+1} |t|^{-1} \frac{2n+1}{\sqrt{a}}.$$
min_{k \in [p+1]} \frac{s_{k+1}}{\sqrt{\delta_k} s_{p+1}} \quad \text{(from Proposition 21)} \quad \text{and} \quad |\hat{\omega}(t_i)| \leq n|t_i|^{-1} \sqrt{\delta_t} \quad \text{(from the previous lemma)} \quad \text{we get}

\begin{align*}
|\mathcal{A}^q(1, \Pi \hat{\omega}(t_1), \ldots, \Pi \hat{\omega}(t_{k-1}), \omega(t_k) - \Pi \omega(t_k), \omega(t_{k+1}) - \ldots, \omega(t_p))| \\
\leq \sum_{j_1, \ldots, j_p = 1}^n \left| \mathcal{A}^q_{j_1, \ldots, j_p} \left( \prod_{r=1}^{k-1} (\Pi \hat{\omega}(t_r))_{j_r} \right) \right| \left| (\omega(t_k) - \Pi \omega(t_k))_{j_k} \right| \left( \prod_{r=k+1}^p |\omega(t_r)_{j_r}| \right) \\
\leq \sum_{j_1, \ldots, j_p = 1}^n \frac{\sqrt{\delta_j}}{\sqrt{\delta_j}} \left( \prod_{r=1}^{k-1} n_{|t_r|-1} \right) \left( \prod_{r=k+1}^p \frac{\sqrt{\delta_j}}{\sqrt{\delta_j}} \right) n^p \frac{g_{n+1}}{\sqrt{\delta_j}} \left( \prod_{r=k+1}^p \sqrt{\delta_j} \right) \\
= \frac{g_{n+1}}{\sqrt{\delta_j}} n^p \left( \prod_{r=1}^{k-1} n_{|t_r|-1} \right) n^p \frac{g_{n+1}}{\sqrt{\delta_j}} \left( \prod_{r=k+1}^p \sqrt{\delta_j} \right).
\end{align*}

It follows that

\[ |(\omega(t) - \Pi \hat{\omega}(t))_i| \leq \frac{g_{n+1}}{\sqrt{\delta_j}} \sum_{k=1}^p n^p |t_k| \left( \prod_{r=1}^{k-1} n_{|t_r|-1} \right). \]

Using the fact that \( n \geq 2 \), one can check by induction on \( p \) that

\[ \sum_{k=1}^p n^p |t_k| \left( \prod_{r=1}^{k-1} n_{|t_r|-1} \right) = \sum_{k=1}^p n^p |t_k| \left( \prod_{r=1}^{k-1} n_{|t_r|-1} \right) \leq n^p |t_k| \left( \prod_{r=1}^{k+1} n_{|t_r|-1} \right) = n^p \left( t_k \right), \]

which concludes the proof.

We can now combine the previous lemma with Proposition 21 to show Theorem 22. Indeed, for any tree \( t \) we have

\[ |f(t) - \tilde{f}(t)| = |\alpha^T (\omega(t) - \Pi \hat{\omega}(t))| \]

\[ \leq \sum_{i=1}^n |\alpha_i| \left| \omega(t_i) - (\Pi \hat{\omega}(t_i))_i \right| \]

\[ \leq \sum_{i=1}^n \sqrt{\delta_i} n^p |t_i| \left( \prod_{r=1}^{k+1} n_{|t_r|-1} \right) \]

\[ \leq n^p |t_i| \frac{g_{n+1}}{\sqrt{\delta_i}}. \]

### 7 Conclusion

We described a technique for approximate minimization of WTA, yielding a model smaller than the original one which retains good approximation properties. We introduced a canonical form of WTA in which the states of the automaton are associated with singular values of the corresponding Hankel matrix. This canonical form allowed us to achieve approximate minimization in a principled way by removing states corresponding to small singular values of the Hankel matrix. We also provided theoretical approximation guarantees for this minimization scheme. Our main algorithm relies on a singular value decomposition of the infinite Hankel matrix induced by the WTA, and the main technical difficulty to extend the method proposed in [15] to the tree case resided in the computation of the Gramian matrices associated with the WTA. Even though these Gramian matrices do not have a closed form solution in the tree case, we proposed an efficient algorithm to approximate them to an arbitrary precision. This algorithm relies on an iterative procedure to compute the generalized partition function of a WTA, a problem which may be of independent interest. We considered two approaches for computing the generalized partition function, one based on a simple fixed point iteration and a second one based on Newton’s method which allowed us to obtain faster convergence rates.

In future work, we will try to obtain better approximation guarantees of an SVTA truncation. In [16], Balle et al. obtained the following bound in the string case:

\[ \| f - \tilde{f} \|_2^2 \leq s_{n+1}^2 + \cdots + s_n^2. \]
In comparison to the tree case (Theorem 22), this bound does not exhibit any dependency on the size of the strings. We conjecture that this bound should also hold in the tree case but, even though simulation studies suggest that this is the case, we did not yet manage to derive such a bound for WTA.

We also believe that the combinatorial construction unraveled in the proof of convergence of Newton’s method in Section 4 may be of independent interest and is worth exploring further. In particular, we plan to revisit this construction in other contexts where the problem of computing a generalized partition function appears, for example when performing marginalization operations on probabilistic context free grammars or for reachability analysis of branching Markov decision processes [31]. As mentioned in the introduction, this construction bears a striking similarity with the technique developed in [29] for computing fixed points of system of equations over $\omega$-continuous semi-rings. In this work, Esperza et al. proposes an extension of Newton’s method for $\omega$-continuous semi-rings and show that its iterates correspond to successive summations over (infinite) subset of derivation trees of bounded dimension. While the similarity with Theorem 17 is striking, the two methods are incomparable since our results extend beyond $\omega$-continuous semi-rings while being restricted to the computation of generalized partition functions for weighted tree automata. Nonetheless, a more fundamental relation between Newton’s method, the notion of dimension of derivation trees, and the duality between contexts and trees may be at play here, and potentially deserves further investigation.
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