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Abstract

Abstract: Probability theory defines random variables and stochastic processes in
terms of probability spaces, an abstract notion whose concrete and exact realization on
a computer is far from obvious. (Pseudo) random number generators (RNGs) imple-
mented on computers are actually deterministic programs which imitate, to some ex-
tent, independent random variables uniformly distributed over the interval [0, 1] (i.i.d.
U|0, 1], for short). RNGs are a key ingredient for Monte Carlo simulations, probabilis-
tic algorithms, computer games, cryptography, casino machines, and so on. In this
article, we outline the main principles underlying the design and testing of RNGs for
statistical computing and simulation. Then we indicate how U(0,1) random numbers
can be transformed to generate random variates from other distributions. Finally, we
summarize the main ideas on quasi-random points, which are more evenly distributed
than independent random point and permit one to estimate integrals more accurately
for the same number of function evaluations.

Introduction

Probability theory defines random variables and stochastic processes in terms
of probability spaces, a purely abstract notion whose concrete and exact realization on a
computer is far from obvious. (Pseudo) random number generators (RNGs) implemented
on computers are actually deterministic programs that imitate, to some extent, independent
random variables uniformly distributed over the interval [0, 1] (i.i.d. U[0, 1], for short) [13,
15, 23]. RNGs are a key ingredient for Monte Carlo simulation , probabilistic algorithms,
computer games, etc. In the section ‘Uniform Random Number Generators’, we discuss
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the main ideas underlying the design and testing of RNGs for computational statistics and
simulation. For other applications such as cryptography and lotteries, for example, there are
different (stronger) requirements [40, 42].

Random variates from nonuniform distributions and stochastic objects of all sorts are
simulated by applying appropriate transformations to these fake i.i.d. U[0,1] [4, 12]. Con-
ceptually, the easiest way of generating a random variate X with cumulative distribution
function F (i.e., such that F(z) = P[X < z| for all x € R) is to apply the inverse of F' to
a U[0, 1] random variate U:

X = FY(U) ¥ min{z|F(z) > U}. (1)

Then, P[X < z] =P[F'(U) <z] =P[U < F(z)] = F(z), so X has the desired distribution.
This is the inversion method (see ). If X has a discrete distribution with P[X = z;] = p;,
inversion can be implemented by storing the pairs (x;, F/(z;)) in a table and using binary
search or index search to find the value of X that satisfies (1). In the cases in which F~!is
hard or expensive to compute, other methods are sometimes more advantageous, as explained
in the section ‘Nonuniform Random Variate Generation’.

One major use of simulation is to estimate the mathematical expectation of a function of
several random variables, which can usually be expressed (sometimes implicitly) in the form

= f(u)du, (2)
[0,1)
where f is a real-valued function defined over the unit hypercube [0,1]*, v = (uq,...,us) €
[0,1]%, and s is the number of calls to the RNG required by the simulation.
A simple way of approximating p is to select a point set P, = {uy,...,u,} C [0,1]° and

take the average
.1
fin =~ f(w) (3)
i=1

as an approximation. The Monte Carlo method (MC) chooses the w;’s as n i.i.d. uni-
formly distributed random vectors over [0, 1]°. Then, fi, is an unbiased estimator of
w. If f is also square integrable, then ji, obeys a central limit theorem , which permits
one to compute an asymptotically valid confidence interval for p, and the error |/, — p
converges to zero as O(n~'/2) in probability, in the sense that the width of the confidence
interval converges to 0 at that rate.

The idea of quasi-Monte Carlo (QMC) is to select the point set P, more evenly distributed
over [0, 1]° than a typical set of random points, with the aim of reducing the error compared
with MC [6, 22, 43]. Important issues are: How should we measure the uniformity of P,?
How can we construct such highly uniform point sets? Under what conditions is the error (or
variance) effectively smaller? and How much smaller? These questions are discussed briefly
in the section ‘Quasi-Monte Carlo Methods’.



Uniform Random Number Generators

Following [15], a uniform RNG can be defined as a structure (S, u, f, U, g), where S is a
finite set of states, u is a probability distribution on S used to select the initial state sq (the
seed), f: S8 — S is the transition function, U is the output set, and g : S — U is the output
function. In what follows, we assume that & = [0,1]. The state evolves according to the
recurrence s; = f(s;—1), for ¢ > 1, and the output at step i is u; = g(s;) € U. These u; are
the random numbers produced by the RNG. Because S is finite, one must have s;,; = s;
for some [ > 0 and j > 0. Then, s;4; = s; and w;y; = u; for all 7 > [; that is, the output
sequence is eventually periodic. The smallest positive j for which this happens is the period
length p. Of course, p cannot exceed |S|, the cardinality of S. So p < 2° if the state is
represented over b bits. Good RNGs are designed so that their period length is close to that
upper bound.

‘Truly random’ generators based on physical devices such as noise diodes, quantum com-
puting devices, and so on, are also available, but for simulation and computational statistics,
they are much less convenient than RNGs based on deterministic recurrences. A major ad-
vantage of the latter is their ability to repeat exactly the same sequence of numbers: This
is very handy for program verification and replay, and for implementing variance reduction
methods in simulation (e.g. for comparing similar systems with common random numbers)
[1, 34, 21]. True randomness may nevertheless be used for selecting the seed sg. Then, the
RNG can be viewed as an extensor of randomness, stretching a short random seed into a
long sequence of random-looking numbers.

What quality criteria should we consider in RNG design? One obvious requirement is an
extremely long period, to make sure that no wraparound over the cycle can occur in practice.
The RNG must also be efficient (run fast and use little memory), repeatable (able to repro-
duce the same sequence), and portable (work the same way in different software/hardware
environments). The availability of efficient jumping-ahead methods, that is, to quickly com-
pute s;y, given s;, for any large v, is also an important asset, because it permits one to
partition the sequence into long disjoint streams and substreams for constructing wvirtual
generators from a single backbone RNG [21, 23, 31, 38]. Such multiple streams of random
numbers are very convenient when simulating slightly different systems with common ran-
dom numbers to compare their performance. They facilitate the task of synchronizing the
use of the random numbers across the different systems [1, 14, 21, 24, 34]. Multiple streams
of random numbers are also essential for parallel simulation on multiple processors, which
is becoming increasingly important, in view of the fact that computational power increases
nowadays no longer by increasing the clock speeds, but by increasing the number of comput-
ing elements [31]. On some popular parallel computing devices, such as graphical processing
units (GPUs), the size of fast-access memory for each processing element is quite small, so
the state of the RNG (and of each stream) should remain small (say at most a few dozen
bytes). This is also true for other types of small computing devices.

A long period does not suffice for the u;’s to behave as uniform and independent. Ideally,
we would like the vector (ug, ..., us—1) to be uniformly distributed over [0, 1]* for each s > 0.
This cannot be exactly true, because these vectors always take their values only from the



finite set Uy = {(ug,...,us—1) : sop € S}, whose cardinality cannot exceed |S|. If sq is
random, W, can be viewed as the sample space from which vectors of successive output
values are taken randomly. Producing s-dimensional vectors by taking nonoverlapping blocks
of s output values of an RNG can be viewed in a way as picking points at random from W,
without replacement. It seems natural, then, to require that ¥, be very evenly distributed
over the unit cube, so that the uniform distribution over W, is a good approximation to that
over [0, 1]°, at least for moderate values of s. For this, the cardinality of S must be huge, so
that it is possible for ¥, to fill the unit hypercube densely enough. This is in fact a more
important reason for having a large state space than just the fear of wrapping around the
cycle.

The uniformity of W, is usually assessed by figures of merit measuring the discrepancy
between the empirical distribution of its points and the uniform distribution over [0, 1]*
[13, 33, 23, 43]. Several such measures can be defined and they correspond to goodness-
of-fit test statistics for the uniform distribution over [0,1]°. An important criterion
in choosing a specific measure is the ability to compute it efficiently without generating the
points explicitly, and this depends on the mathematical structure of W,. This is why different
figures of merit are used in practice for analyzing different classes of RNGs. The selected
figure of merit is usually computed for a range of dimensions, for example, for s < s; for
some arbitrary integer s;. Examples of such figures of merit include the (normalized) spectral
test in the case of multiple recursive generators (MRGs) and linear congruential generators
(LCGs) [13, 8, 25, 18, 37| and measures of equidistribution for generators based on linear
recurrences modulo 2 [16, 33, 51]. These RNGs are defined below.

More generally, one can compute a discrepancy measure for sets of the form W (1) =
{(wiy, .. u;,) : S0 € S}, where I = {iy,ia,...,is} is a fixed set of nonnegative integers. Do
this for all [ in a given class Z, and take either the worst case or some type of average (after
appropriate normalization) as a figure of merit for the RNG [30, 33]. The choice of Z is left
open. Typically, Z would contain sets I such that s and 75 — 7; are both relatively small.

After an RNG has been designed based on sound mathematical analysis, it is good
practice to submit it to a battery of empirical statistical tests that try to detect empirical
evidence against the hypothesis H that the w; are i.i.d. U[0,1]. A test can be defined by
any function T of a finite set of u;’s, and whose distribution under H, is known or can be
closely approximated. There is an unlimited number of such tests. No finite set of tests can
guarantee, when passed, that a given generator is fully reliable for all kinds of simulations.
Passing large batteries of tests cannot prove that the RNG is foolproof, but it certainly
improves one’s confidence in the RNG. In reality, no RNG can pass all possible statistical
tests. Roughly speaking, bad RNGs are those that fail simple tests, whereas good ones
fail only complicated tests that are very hard to find and run. Ideally, the statistical tests
should be selected in close relation with the target application, that is, T should mimic the
random variable of interest, but this is rarely practical, especially for general purpose RNGs.
Large collections of statistical tests for uniform RNGs are proposed and implemented in
2, 13, 35, 36] and other references given there.



The most widely used RNGs are based on linear recurrences of the form

x; = (@11 + . .. + agw;_) mod m, (4)
for positive integers m and k, and coefficients a; in {0,1,...,m — 1}. The state at step i is
Si = (Ti—k41,---,2;). If m is a prime number, one can choose the coefficients a,’s so that the

period length reaches p = m”* — 1, which is the largest possible value [13].

A multiple recursive generator (MRG) uses (4) with a large value of m and defines the
output as u; = x;/m. For k = 1, this is the classical LCG. Implementation techniques and
concrete examples are given, for example, in [8, 18, 23, 39] and the references given there.

A different approach takes m = 2, which allows fast implementations by exploiting the
binary nature of computers. By defining the output as u; = Zle Tis+j—1277 for some positive
integers s and L, one obtains a linear feedback shift register (LFSR) generator [19, 43, 51].
This can be generalized to a linear recurrence of the form x; = Ax; ; mod 2, where the
k-bit vector @; = (z;0,...,2;5-1)" is the state at step ¢ and A is a k X k binary matrix.
To construct the output, we define the w-bit vector y;, = (vio,- .- ,yi,w_l)T = Bx; mod 2,
where B is a w X k binary matrix, and put u; = v;0/2 + vi1/2% 4+ -+ + Yiw-1/2". The
sequence of states ; has maximal period 2 — 1 if and only if the characteristic polynomial
of A is primitive modulo 2, and for each j, the binary sequence {y;;, i« > 0} obeys the
recurrence (4) where the a; are the coefficients of this characteristic polynomial [33]. This
implies that all these RNGs fail statistical tests based on the linear complexity of this binary
sequence, but many Fa-linear RNGs are nevertheless useful and reliable for most applications,
and they are very fast. This setup encompasses several types of generators, including the
Tausworthe, polynomial LCG, generalized feedback shift register (GFSR), twisted GFSR,
Mersenne twister, WELL, xorshift, and combinations of these [32, 33, 41, 47].

Some of the best RNGs currently available are combined generators, constructed by
combining the outputs of two or more RNGs having a simple structure. The idea is to
keep the components simple so that they run fast, and to select them carefully so that
their combination has a more complicated structure and highly-uniform sets W,(/) for the
values of s and sets I deemed important. Such recommendable combinations are proposed
in [19, 18, 32, 39], for example. By combining MRGs with Fy-linear RNGs, the structure
becomes nonlinear and it becomes more difficult to measure the uniformity, but useful bounds
on uniformity measures can still be computed [26], and the resulting RNGs are very robust
to statistical testing. In general, nonlinearity can be introduced by making either f or g
nonlinear. In some cases, the transition function f does very little and much of the work
is left to g. Counter-based RNGs push this to the limit: f just increments a counter, so
f(i) = i+1, and g implements a complicated transformation such as a block cipher encryption
algorithm [11, 36, 48, 49]. One advantage is that the output u; at any step i can be generated
directly and efficiently without generating the previous values, so the u;’s can be generated
in any order. One drawback is that the good ones are typically slower than linear RNGs.

Other types of generators, including nonlinear ones, are discussed, for example, in [7,
13, 15, 17, 23, 51|, and some perform quite well in statistical tests [36]. Plenty of very bad
and unreliable RNGs abound in both commercial and open-source software. Convincing



examples can be found in [17, 20, 36], for example. In particular, we think that all LCGs
with period length less than 2%, say, should be discarded.

Nonuniform Random Variate Generation

For most applications, inversion is the method of choice for generating nonuniform random
variates. The fact that it transforms U monotonously into X (X is a nondecreasing function
of U) makes it compatible with major variance reductions techniques [1, 14]. For certain
types of distributions (the normal and chi-square , for example), there is no close form
expression for ! but good numerical approximations are available [4, 9, 12]. Methods to
construct accurate approximations of F~1 are discussed in [12]. If an efficient algorithm
is available to compute F, one can use it to approximate F~'(U) by binary search, or by
Newton-Raphson if the density is also known [3, 4].

For discrete distributions over integers ¢, inversion can be implemented by first tabulating
the pairs (z;, F'(z;)), then using binary search to find I = min{i | F\(x;) > U} [3]. If there
are too many possible values of i (e.g., an infinite number), one can store only the main
portion of the table and compute other values when needed [3]. Faster algorithms use
an index: partition (0,1) into ¢ subintervals of size 1/c and tabulate L; = F~'(j/c) for
j=0,...,c—1. When U € [j/c, (j +1)/c), search for X in L;,...,L;1;. When c is large,
this is very fast, as fast as the alias method [12].

There are situations where speed is important and where noninversion methods are appro-
priate. In general, compromises must be made between simplicity of the algorithm, quality
of the approximation, robustness with respect to the distribution parameters, and efficiency
(generation speed, memory requirements, and setup time). Simplicity should generally not
be sacrificed for small speed gains. In what follows, we outline some important special cases
of noninversion methods.

Suppose we want to generate X from a complicated density f. Select another density r

such that f(z) < t(z) o ar(zx) for all x for some constant a > 1, and such that generating

variates Y from the density r is easy. To generate X, repeat the following: generate Y from
the density r and an independent UJ0, 1] variate U, until Ut(Y) < f(Y). Then, return
X =Y. This is the rejection method [4, 12]. The number R of turns into the ‘repeat’ loop
is one plus a geometric random variable with parameter 1/a, so E[R] = a, and we want a to
be as small (close to 1) as possible. There is usually a compromise between having a close
to 1 and keeping r simple. When f is a bit expensive to compute, one can also use a squeeze
function q which is faster to evaluate and such that ¢(x) < f(x) for all z. To verify the
condition U t(Y) < f(Y), first check if Ut(Y) < ¢(Y'), in which case we accept immediately
and there is no need to compute f(Y).

The rejection method is often applied after a change of variable that transforms the
density f by a smooth increasing function T (e.g., T'(x) = logz or T(z) = —x~/2, selected
so that it is easier to construct good hat and squeeze functions (often piecewise linear) for
the transformed density. By transforming back to the original scale, we get hat and squeeze
functions for f. This is the transformed density rejection method, which has several variants



and extensions [4, 12].

Changes of variable are also used commonly to standardize stochastic processes by chang-
ing their time scale. For example, to generate arrivals from a Poisson process with piecewise-
constant rate, one can make a change of variable to obtain a Poisson process with rate 1
(with inter-arrival times that are independent and exponential with mean 1), generate the
arrivals for that standard process, and transform the arrival times back to the original time
scale. More generally, the change of variable can be random, driven by a subordinator pro-
cess (e.g., a gamma process), and this applies to various kinds of Lévy processes, including
Brownian motion and geometric Brownian motion [1].

Besides the general methods, several specialized and fancy techniques have been designed
for commonly used distributions like the Poisson, normal, and so on. Details can be found
in [1, 4, 9, 12], for example.

Quasi-Monte Carlo Methods

The primary ingredient for QMC is a highly uniform (or low-discrepancy) point set P, to
be used in (3). The two main classes of approaches for constructing such point sets are
lattice rules and digital nets [5, 6, 22, 43, 50]. For these constructions, the point sets P,
have the same structures as ¥, for LCGs and for Fsy-linear generators, respectively, and their
uniformity (or discrepancy) can be measured in a similar way. A low-discrepancy sequence
or Quasi-Random Sequence is an infinite sequence of points P, such that the set P,
comprised of the first n points of the sequence have low discrepancy for all n, as n — oo
[6, 43]. With such a sequence, one does not have to fix n in advance when evaluating (3);
sequential sampling becomes possible. Applications of QMC in different areas are discussed,
for example, in [6, 10, 22, 27].
QMC methods are typically justified by worst-case error bounds of the form

|t =l < |[f = pll - D(P) ()

for all f in some Banach space F with norm || - ||. Here, || f — p|| measures the variability of
f, while D(P,) measures the discrepancy of P, and its definition depends on how the norm
is defined in F. These inequalities are typically derived by applying a version of Holder’s
inequality in the selected space. A popular special case of (5) is the Koksma-Hlawka
inequality , in which the norm is the variation of f in the sense of Hardy and Krause
and D(P,) is the (rectangular) star discrepancy [43]. The latter considers all rectangular
boxes aligned with the axes and with a corner at the origin in [0, 1]*, computes the absolute
difference between the volume of the box, and the fraction of P, falling in it, and takes the
worst case over all such boxes. This is a multidimensional version of the Kolmogorov-
Smirnov goodness-of-fit test statistic . Several other versions of (5) are discussed in
(6, 22, 44] and other references therein. Some of the corresponding discrepancy measures
are much easier to compute than the star discrepancy. Like for RNGs, the discrepancy
measures used to construct and choose point sets in practice depend on the structure of the
construction, and are selected so they can be computed effectively [6, 30].
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Specific sequences P,, have been constructed with star discrepancy D(P,) = O(n~!(Inn)*)
when n — oo for fixed s, yielding a convergence rate of O(n~!(Inn)*) for the worst-case error
if || f—p|| < oo [6, 43, 51]. This is asymptotically better than MC. There are other discrepancy
measures for which point sets P, can be constructed with discrepancy D(P,) = O(n~ )
for € > 0 arbitrarily close to 0 and for an arbitrary « > 0, and we know how to construct
such points [6, 5, 22, 30]. The larger «, the more restricted is the class of functions f for
which (5) holds (the functions must be smoother in some sense). Also, the hidden constant
in the O(n~*"¢) expression depends on s and « and may be huge for large o or s, so the
bound is sometimes meaningless unless n is astronomically large. Thus, even though QMC
performs much better than MC in practice in some situations (sometimes by huge factors),
the worst-case bound (5) does not always explain why. In fact, the actual error is often much
smaller than the bound.

One explanation is that even if s is large, f can sometimes be well approximated by a
sum of orthogonal functions defined over some low-dimensional subspaces of [0, 1]°, and the
bound (5) applies to the integration error over each of those subspaces. If the projections
of P, over the important subspaces have low discrepancy, which is much easier to achieve
than getting a small overall D(P,) for large s, then the overall integration error can be small
because the error over each important subspace is small. This has motivated the introduction
of discrepancy measures that give more weight to projections of P, over selected (small)
subsets of coordinates [5, 27, 22, 30]. One can choose a discrepancy measure and select the
weights for one’s specific problem. Software is now available to construct point sets with
small weighted discrepancy for the selected weights [29].

One limitation of QMC with a deterministic point set P, is that no statistical error
estimate is available. Randomized QMC addresses this issue by randomizing P, so that
(a) each point of the randomized set is uniformly distributed over [0,1]* and (b) the high
uniformity of P, is preserved. For example, one way to achieve this is to shift the entire
point set P, randomly, by adding a single uniform random variable U modulo 1, for each
coordinate. Another way is to take an exclusive-or of each point with the same random
U (a digital random shift). By doing this, (3) becomes an unbiased estimator of u and, by
taking a small number of independent randomizations of P,, one can also obtain an unbiased
estimator of Var[f,] and eventually compute a confidence interval for u [22, 28, 46]. This
turns QMC into a variance reduction method [27, 28].

Bounds and expressions for the variance have been developed (to replace (5)) for certain
classes of functions and randomized point sets [22, 46]. Under appropriate assumptions on
f, the variance converges faster than the MC rate of O(1/n). For example, a scrambling
method introduced by Owen for a class of digital nets gives Var[i,] = O(n~3(Inn)®) if the
mixed partial derivatives of f are Lipschitz [45]. More generally, convergence results for the
variance can be obtained easily from the fact that the variance converges at least as fast as
the square of the worst-case error.
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