
Knowledge Graphs: Extracting and 
Leveraging Meaning from 
Unstructured Text
Teacher and TA: Bang Liu, Haochen Shi

University of Montreal, DIRO & Mila


NLP Workshop Series, IVADO & CLIQ-AI



Introduction about the teacher and teaching assistant
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Montreal. He is a core member of the RALI laboratory (Applied 
Research in Computer Linguistics) of DIRO, an associate member of 
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natural language processing (NLP), data mining, multimodal and 
multitask learning, AI + X (e.g., animation, VR, health). 

๏ Haochen Shi is a Ph.D. candidate  in the Department of Computer 
Science and Operations Research (DIRO) at the University of 
Montreal, supervised by Prof. Bang Liu. He recevied his master's 
degree in 2021 from Zhejiang University, as well as his bachelor's 
degree from Huazhong University of Science and Technology. His 
research interests primarily lie in the areas of natural language 
processing (NLP), multimodal learning, and resource-economical 
deep learning.
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Tutorial outline

๏ Part I: Introduction to knowledge graph 
• What is a knowledge graph? 
• Why are knowledge graphs important? 
• Success stories of knowledge graphs 

๏ Part II: Semantic Web Knowledge Graph 
• W3C Semantic Web 
• RDF, SPARQL, etc. 

๏ Part III: Knowledge graph construction 
• A pipeline: KG source -> KG construction -> KG maintenance -> KG application 

๏ Part IV: Knowledge graph applications 
• Emphasize on KG-based question answering 

๏ Part V: Active Research about KG
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Introduction to KG



Suppose you are searching…5

Theresa May’s resignation speech

Query: “Honda Civic, Hyundai Elantra”

What he is interested in?
Honda Civic, Hyundai Elantra



Is-A relationship between things6

Concept: a collection of things 
that share some common 
attributes

Honda Civic Hyundai Elantra

Fuel-efficient cars 

Economy cars

Marvel heroes 

Revengers



Suppose you are asking…7

Question: “How tall is the Eiffel Tower?”

How does Google know?



Properties of things8

https://www.toureiffel.paris/en/the-monument/key-figures



Suppose you are shopping…91hI�<hI����+g]pQGQ[O��[N]gZ<jQ][

How does Amazon 
provide the information?



Suppose you are shopping…10

How does Amazon 
provide choices?

1hI�<hI�����+g]pQGQ[O�P]QEIh



Suppose you are shopping…11

How does Amazon 
improves searching and 

recommendation?



Suppose you are diagnosing…12

How to better diagnose and answer questions with EHR?



Suppose you would like to analyze COVID-19…

๏ You would like to build an application to visualize and analyze COVID-19

13

Jobie Budd et al., Digital technologies in the public-health response to COVID-19, nature medicine

What would you 
primarily need? 

https://www.nature.com/articles/s41591-020-1011-4


Data14

Closed vs. Open Data Tabular vs. Graph

Separated vs. Integrated/LinkedHuman Readable vs. Machine Readable 



5-Star Open Data

๏ Tim Berners-Lee, the 
inventor of the Web and 
Linked Data initiator, 
suggested a 5-star 
deployment 
scheme for Open Data. 
Here, we give examples 
for each step of the 
stars and explain costs 
and benefits that come 
along with it.
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Make your 
stuff available 

on the Web 
(whatever 

format) under 
an open 
license

Make it 
available as 

structured 
data (e.g., 

Excel 
instead of 

image scan 
of a table)

Make it 
available in 

a non-
proprietary 

open format 
(e.g., CSV 
instead of 

Excel)

Use URIs 
to denote 
things, so 

that people 
can point 

at your 
stuff

Link your 
data to other 

data to 
provide 
context

https://5stardata.info/en/

https://5stardata.info/en/


What is Knowledge

๏ Plato’s definition: Justified true belief 
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What is Graph17



So a knowledge graph is…

๏ Knowledge represented as entities, edges and attributes 

18
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What is a Taxonomy?

๏ A data taxonomy is 
the classification 
of data into categories 
and sub-categories.  

๏ Taxonomy 
identifies hierarchical 
relationships within a 
category.  
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What is an Ontology?

๏ Ontologies are semantic data models that 
define the types of things that exist in our 
domain and the properties that can be used to 
describe them. There are three main 
components to an ontology, which are usually 
described as follows: 
• Classes: the distinct types of things that 

exist in our data. 
• Relationships: properties that connect two 

classes. 
• Attributes: properties that describe an 

individual class.  

๏ Ontologies are generalized data models, 
meaning that they only model general types of 
things that share certain properties, but don’t 
include information about specific individuals 
in our domain. 

21

The main difference between Taxonomy and 
Ontology is that taxonomy is simpler in nature than 
ontology. Taxonomy takes into consideration one 
type of relationship, whereas ontology takes into 

account many different complex relationships 
between the concepts.



What is a Schema?

๏ A schema is the organization or structure for a database. 

22

Ontologies focus more on the 
semantic relationships 

whereas schemas focus more 
on the data structure (e.g., the 
data class Elephant that has 

the data 
properties: name and livesIn).



What is a Knowledge Graph?

๏ Using our ontology as a framework, we can add in real data about individual books, authors, 
publishers, and locations to create a knowledge graph. 

23

ontology + data = knowledge graph



Why Knowledge Graph24

Dr. Sebastian Brandt, Dr. Steffen Lamparter, Siemens Corporate Technology                                                        Siemens AG 2019

Knowledge graphs become especially powerful for 
managing complex queries and heterogeneous data

Why Knowledge Graphs?

• Graphs are a natural way to represent 
entities and their relationships

• Graphs can capture a broad spectrum 
of data (structured / unstructured)

• Graphs can be managed efficiently
Intuitive domain modelling

Flexibility & performance

Low up-front investment

Robust data quality assurance

Game-changing data integration



Minimum set of characteristics of knowledge graphs

๏ Mainly describes real world entities and their interrelations, organized in a graph.  

๏ Defines possible classes and relations of entities in a schema. 

๏ Allows for potentially interrelating arbitrary entities with each other. 

๏ Covers various topical domains. 
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Open Knowledge Graphs

๏ Open knowledge graphs are published online, making their content accessible for the public 
good.  
• DBpedia 
• Freebase 
• Wikidata 
• YAGO 
• …… 

๏ Cover many domains and are either extracted from Wikipedia, or built by communities of 
volunteers 
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State of the art knowledge graphs27

Cyc is a long-term artificial intelligence project that aims 
to assemble a comprehensive ontology and knowledge 
base that spans the basic concepts and rules about how 
the world works. Hoping to capture common sense 
knowledge, Cyc focuses on implicit knowledge that 
other AI platforms may take for granted.

Freebase was a large collaborative knowledge base consisting 
of data composed mainly by its community members. It was 
an online collection of structured data harvested from many 
sources, including individual, user-submitted wiki contributions.
[3][2] Freebase aimed to create a global resource that allowed 
people (and machines) to access common information more 
effectively.

Wikidata is a free and open knowledge base that can 
be read and edited by both humans and machines. 
Wikidata acts as central storage for the structured 
data of its Wikimedia sister projects including 
Wikipedia, Wikivoyage, Wiktionary, Wikisource, and 
others.



State of the art knowledge graphs28

DBpedia is a project aiming to extract structured 
content from the information created in the Wikipedia 
project. This structured information is made available on 
the World Wide Web.

YAGO is an open source knowledge base developed at the Max 
Planck Institute for Computer Science in Saarbrücken. It is 
automatically extracted from Wikipedia and other sources. 

Never-Ending Language Learning system (NELL) is 
a semantic machine learning system developed by a 
research team at Carnegie Mellon University, and 
supported by grants from DARPA, Google, NSF, 
and CNPq with portions of the system running on 
a supercomputing cluster provided by Yahoo!



NELL: Never-Ending Language Learning29

http://rtw.ml.cmu.edu/rtw/

http://rtw.ml.cmu.edu/rtw/


YAGO

๏ Input: Wikipedia infoboxes, WordNet and GeoNames 

๏ Output: KG with 350K entity types, 10M entities, 120M facts  

๏ Temporal and spatial information 

30

SƵcceƐƐ ƐƚŽƌǇ͗ YAGO
ͻ Input: WikiƉedia iŶfŽbŽǆeƐ͕ WŽƌdNeƚ aŶd GeŽNaŵeƐ

ͻ Output: KG ǁiƚh ϯϱϬK eŶƚiƚǇ ƚǇƉeƐ͕ ϭϬM eŶƚiƚieƐ͕ ϭϮϬM facƚƐ

ͻ TeŵƉŽƌaů aŶd ƐƉaƚiaů iŶfŽƌŵaƚiŽŶ

Ϯϲ

https://yago-knowledge.org/

https://yago-knowledge.org/


ConceptNet31

Ϯϳ

Link

https://conceptnet.io/

https://conceptnet.io/


Enterprise Knowledge Graphs

๏ Enterprise knowledge graphs are typically internal to a company and applied for commercial 
use-cases  
• Web search: Bing, Google, Airbnb, Amazon, eBay, Uber, … 
• Social network: Facebook, LinkedIn, … 
• Finance: Accenture, Bloomberg, Capital One, Wells Fargo, … 

๏ Applications include search, recommendations, personal agents, advertising, business analytics, 
risk assessment, automation, and more besides. 

32



Recap: suppose you are searching…33

Theresa May’s resignation speech

Query: “Honda Civic, Hyundai Elantra”

What he is interested in?
Honda Civic, Hyundai Elantra



Recap: Is-A relationship between things34

Concept: a collection of things 
that share some common 
attributes

Honda Civic Hyundai Elantra

Fuel-efficient cars 

Economy cars

Marvel heroes 

Revengers



Tencent GIANT Attention Ontology35
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Create a web-scale ontology to represent user 
interests and document topics.

Liu et al., SIGMOD 2020, GIANT: Scalable Creation of a Web-scale Ontology

https://dl.acm.org/doi/abs/10.1145/3318464.3386145


Microsoft Concept Graph36



Recap: suppose you are asking…37

Question: “How tall is the Eiffel Tower?”

How does Google know?



Google Knowledge Graph38

https://blog.google/products/search/introducing-knowledge-graph-things-not/

https://blog.google/products/search/introducing-knowledge-graph-things-not/


Recap: suppose you are shopping…391hI�<hI����+g]pQGQ[O��[N]gZ<jQ][

How does Amazon 
provide the information?



Amazon Product Knowledge Graph40

https://naixlee.github.io/Product_Knowledge_Graph_Tutorial_KDD2021/

+g]GkEj��g<dP��r<ZdYI�N]g�Ã�+g]GkEjh

https://naixlee.github.io/Product_Knowledge_Graph_Tutorial_KDD2021/


Product Graph vs. Knowledge Graph41

https://naixlee.github.io/Product_Knowledge_Graph_Tutorial_KDD2021/

https://naixlee.github.io/Product_Knowledge_Graph_Tutorial_KDD2021/


Semantic Web 
Knowledge Graph



W3C Semantic Web

๏ W3C semantic web or linked data standards are widely used in the development of knowledge 
graphs. JSON-LD, in fact, is one of those standards. 

๏ “Semantic web” is a term that originated with web pioneer and World Wide Web Consortium 
founder Tim Berners-Lee (TBL) in an article in Scientific American in 1999, one that described 
a vision of a relationship-rich, scalable, contextual data web, a web of graph-oriented and well-
described data that could live side by side with existing web content. 

๏ Semantic Web technologies enable people to create data stores on the Web, build vocabularies, 
and write rules for handling data.  

๏ Linked data are empowered by technologies such as RDF, SPARQL, JSON-
LD, OWL, SHACL and SKOS.
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Semantic Web vs. KG

๏ Semantic Web is based on RDF (Resource Description Framework) and OWL (Web Ontology 
Language). 

๏ Google Knowledge Graph is based on its API , which in turn is based on Scheme in JSON-LD 
format and which in turn is also based on RDF or RDF Schema. JSON-LD is a lightweight 
Linked Data format. It is easy for humans to read and write. It is based on the already 
successful JSON format and provides a way to help JSON data interoperate at Web-scale. 

๏ There are different technologies to build and operate a knowledge graph. A knowledge graph 
that employs Semantic Web standards and technologies is called a Semantic Web 
Knowledge Graph.

44



KG Standards45



Resource Description Framework (RDF)

๏ Data model, based on S-P-O triple structure (Subject, Predicate, Object)  

๏ Used for describing things, yes, every, single, thing And anyways, RDF = Resource 
Description Framework  

๏ Four Key Principles for RDF Graphs  
• Uniform Resource Identifiers (URIs) as identifiers 
• HTTP URI as information access protocol 
• RDF and SPARQL as knowledge representation and querying languages 
• Link information from one source to other 

46



RDF Schema (RDFS)

๏ RDFS is a vocabulary for modeling schemas used 
in RDF data.  

๏ RDFS provides mechanisms for defining classes 
and properties.  

๏ Via RDFS, e.g., one can provide the domains and 
ranges of properties.  

๏ The official document of RDFS is available: 
https://www.w3.org/TR/rdf-schema/ 

47

https://www.w3.org/TR/rdf-schema/


Simple Knowledge Organization System (SKOS)

๏ SKOS is short for Simple Knowledge Organization System.  

๏ It is a vocabulary for expressing the basic structure and content of concept schemes such as 
thesauri and taxonomies.  

๏ SKOS allows concepts and relationships among concepts to be composed and published on the 
World Wide Web.  

๏ Official documentation links of SKOS:  
https://www.w3.org/TR/skos-primer/ 
https://www.w3.org/TR/skos-reference/ 

48

https://www.w3.org/TR/skos-primer/
https://www.w3.org/TR/skos-reference/


SPARQL

๏ If RDF captures knowledge, then SPARQL retrieves knowledge, querying knowledge captured 
by RDF! 

๏ Short for: SPARQL Protocol and RDF Query Language 
SPARQL documentation: https://www.w3.org/TR/rdf-sparql-query/ 

๏ Example: 

49

https://www.w3.org/TR/rdf-sparql-query/


Web Ontology Language (WOL? No, it is OWL!)

๏ Short for: Web Ontology Language. OWL is a language to create ontologies  

๏ OWL is more expressive/heavyweight compared to RDFS  

๏ Key features: 
• Vocabulary description 
• Reasoning: You can conclude new things based on existing facts!  

For example: owl subClassOf bird + bird subClassOf animal Now, if Bobi is an owl, do you 
think Bobi is an animal?  

๏ Documentation:  
https://www.w3.org/TR/owl-primer/

50

https://www.w3.org/TR/owl-primer/


More on Semantic Web

๏ https://www.w3.org/standards/semanticweb/

51

https://www.w3.org/standards/semanticweb/


KG Construction



KG Workflow: How to build a KG from Scratch53

KG Sources

Structured 
Sources

Unstructured 
Sources

Domain 
Experts

KG Construction

Quality Checking

KG Publication & 
Hosting

Preprocessing

Named Entity 
Recognition

Entity Linking

Relation Extraction

Coreference 
Resolution

Information 
Extraction

Knowledge Graph

KG Maintenance

Knowledge Assessment

Knowledge Cleaning

Knowledge Enrichment

KG Applications

Question Answering

Dialog System

Recommender 
System

Information Retrieval

Domain Specific 
Apps

Other Applications



KG Workflow: How to build a KG from Scratch54

KG Sources

Structured 
Sources

Unstructured 
Sources

Domain 
Experts

KG Construction

Quality Checking

KG Publication & 
Hosting

Preprocessing

Named Entity 
Recognition

Entity Linking

Relation Extraction

Coreference 
Resolution

Information 
Extraction

Knowledge Graph

KG Maintenance

Knowledge Assessment

Knowledge Cleaning

Knowledge Enrichment

KG Applications

Question Answering

Dialog System

Recommender 
System

Information Retrieval

Domain Specific 
Apps

Other Applications



KG Construction

๏ We know that a knowledge graph is when an ontology is applied to a set of individual data.

55

All of which are based on RDF triples.

Subject Object
Predicate

The construction of KG will involve

how do we get triples from data of 

different sources.



Example: KG-COVID-1956

The right figure shows the sub-
KG that covers the 3-hop 
neighbors of SARS-COV-2 with 
disease type nodes. We 
sampled 10 paths from the 
complete KG-Covid-19.

Data source: https://
github.com/Knowledge-Graph-
Hub/kg-covid-19

https://github.com/Knowledge-Graph-Hub/kg-covid-19
https://github.com/Knowledge-Graph-Hub/kg-covid-19
https://github.com/Knowledge-Graph-Hub/kg-covid-19


Knowledge Sources

๏ Structured Sources 
• Relational Databases 
• Feeds 
• XML 
• CSV 
• … 

๏ Unstructured Sources 
• Web Craws 
• Scientific Articles 
• Social Media 
• Emails 
• …

57



Structured Knowledge Sources to KGs

๏ Structured information can be mapped to KGs through a semantic integration process. 

๏ Common strategy:  
• First adopting reference ontologies as global schemas. 
• Then construct mappings between the global schema and the local schema of the target data 

source.

58



Unstructured Data to Structured Knowledge

๏ How to excavate structured knowledge from unstructured data automatically?

59

Subject Object
Predicate



Unstructured Data to Structured Knowledge

๏ How to excavate structured knowledge from unstructured data automatically?

60

? Subject Object
Predicate



Unstructured Data to Structured Knowledge

๏ How to excavate structured knowledge from unstructured data automatically?

61

?
Information Extraction

Subject Object
Predicate



Information Extraction62

KG Sources

Structured 
Sources

Unstructured 
Sources

Domain 
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Apps

Other Applications

Preprocessing

Named Entity 
Recognition

Relation Extraction

Entity Linking

Coreference 
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What is information extraction?

๏ Information extraction (IE) is the task of automatically extracting structured information 
from unstructured and/or semi-structured machine-readable documents and other electronically 
represented sources. (From Wikipedia)

63

https://en.wikipedia.org/wiki/Information_extraction


How does IE work?64

Entity LinkingRaw Text Preprocessing

Named 
Entity 

Recognition 
(NER)

Relation 
Extraction

Structured 
Knowledge

Coreference 
Resolution

Robert was stuck at the airport because of the snow storm. He missed the wedding of his daughter.

(Robert, PHYS, the airport), (Robert, PER-SOC, daughter)

Raw Text

Structured 
Knowledge

Robert_De_Niro

https://huggingface.co/hmtl/#emd

https://huggingface.co/hmtl/#emd
https://huggingface.co/hmtl/#emd


Preprocessing

๏ The pre-processing usually involves varied 
procedures (depends on followed algorithms): 
• Language Detection 
• Sentence Segmentation 
• Tokenization 
• Part-of-Speech (POS) Tagging 
• Dependency Parsing 
• …

65

Entity LinkingPreprocessing NER Relation 
Extraction

Coreference 
Resolution



Tokenization

๏ Tokenization is the process of demarcating and possibly classifying sections of a string of input 
characters.  

๏ Tools: 
• NLTK Word Tokenize 
• Stanford CoreNLP 
• Gensim word tokenizer 
• spaCy Tokenizer 
• TextBlob Word Tokenize 
• Tokenization with Keras 
• BERT Tokenizer 
• ...

66



POS Tagging

๏ POS Tagging is the process of marking up a word in a text as corresponding to a particular part 
of speech, based on both its definition and its context. 

๏ Tools: 
• spaCy Tagger 
• NLTK pos_tag 
• …

67



Dependency Parsing

๏ Dependency Parsing is the process to analyze the grammatical structure in a sentence and 
find out related words as well as the type of the relationship between them. 

๏ Tools: 
• spaCy Parser 
• NLTK StanfordDependencyParser 
• Stanza 
• …

68

Constituency ParsingDependency Parsing



NLTK

๏ NLTK is a leading platform for building Python programs to work with human language data. 
(https://www.nltk.org/)

69

https://www.nltk.org/


Stanford CoreNLP

๏ CoreNLP is your one stop shop for natural language processing in Java and currently supports 
8 languages: Arabic, Chinese, English, French, German, Hungarian, Italian, and Spanish. 
(https://stanfordnlp.github.io/CoreNLP/)

70

https://stanfordnlp.github.io/CoreNLP/


GENSIM

๏ Gensim is a Python library for topic modelling, document indexing and similarity retrieval with 
large corpora. (https://radimrehurek.com/gensim/)

71

https://radimrehurek.com/gensim/


spaCy

๏ spaCy is a free, open-source library for advanced Natural Language Processing (NLP) in 
Python. (https://spacy.io/)

72

https://spacy.io/


Named Entity Recognition (NER)

๏ NER seeks to locate and classify named entities mentioned in unstructured text into pre-defined 
categories such as person names, organizations, locations, etc.

73

Entity LinkingPreprocessing NER Relation 
Extraction

Coreference 
Resolution



Named Entity Recognition (NER)

๏ NER Approaches: 
• Rule-based Approaches rely on hand-crafted rules. The Rules can be designed based on 

domain-specific gazetteers and syntactic-lexical patterns. 

• Unsupervised Learning Approaches typically leverage clustering based on lexical 
resources, patterns, and statistics on a large corpus to infer mentions of named entities. 

• Feature-based Supervised Learning Approaches cast NER to a multi-class classification 
or sequence labeling task, with annotated data samples and carefully designed features. 

• Deep Learning-based Approaches discovering hidden features automatically.

74



Named Entity Recognition (NER)

๏ Rule-based Approaches 

• Pros:  
The domain-specific rules usually 
brings high precision. 

• Cons:  
Low recall resulted by incomplete 
dictionaries. 
Construction of rules can be expensive. 
Cannot be transferred to other domains. 

• Rule-based systems:  
ProMiner, LaSIE-II, NetOwl, Facile, 
SAR, LTG, …
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Named Entity Recognition (NER)

๏ Unsupervised Learning Approaches: 

• Pros: 
Low required resources. 

• Cons: 
Low performance. 

• Unsupervised NER systems: 
KNOWITALL, Collins et al., Nadeau et al., 
Zhang and Elhadad, … 
 

76

https://aclanthology.org/W99-0613.pdf
http://cogprints.org/5025/1/NRC-48727.pdf
https://aclanthology.org/L04-1051/


Named Entity Recognition (NER)

๏ Feature-based Supervised Learning 
Approaches: 

• Pros:  
High in-domain performance. 

• Cons:  
The designing of features may involve experts. 
The labeling of data may be expensive. 

• Systems: 
IdentiFinder, MENE, McNamee and Mayfield, 
…

77

https://aclanthology.org/A97-1029/
https://aclanthology.org/M98-1018/
https://aclanthology.org/W02-2020/


Named Entity Recognition (NER)

๏ Deep Learning-based Approaches 

• Pros: 
End-to-end 
High performance 
Automatic feature discovery 

• Cons: 
Generally requires abundant labeled data 
Requires higher computational resources 

• Systems: 
CNN-based, LSTM-based, ELMo-based, BERT-
based, …

78



NER Datasets79

https://arxiv.org/pdf/1812.09449.pdf

https://arxiv.org/pdf/1812.09449.pdf


Recent works on neural NER80

https://arxiv.org/pdf/1812.09449.pdf

https://arxiv.org/pdf/1812.09449.pdf


Off-the-shelf NER tools81

More in this survey: https://arxiv.org/pdf/1812.09449.pdf

https://arxiv.org/pdf/1812.09449.pdf


Entity Linking (EL)

๏ Entity Linking (or Named-Entity Disambiguation) assigns a unique identity in target 
knowledge bases (KBs) to entity mentions in text.

82

Entity LinkingPreprocessing NER Relation 
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Entity Linking (EL)

๏ A formal definition of EL consist of: 
• A definition of the mentions (concepts, entities) 
• Determining the target KB 
• Defining the unique identity in the target KBs

83

Yann LeCun was a proponent of deep learning 
and neural networks with his work on CNN.

Named Entities Generic Concepts

1. Define the mentions 2. Determine target KBs 3. Find the unique identity

Yann_LeCun
Deep_learning
Artificial_neural_network
Convolutional_nerual_network



Entity Linking: Define the mentions

๏ A mention: a phrase used to refer to something in the world 

๏ Task definitions of EL vary across the definition of mentions 
• All N-grams 
• Dictionary-based selection 
• Data-driven controlled vocabulary (e.g., all Wikipedia titles) 
• Named entities (by NER in our demo). 

๏ Ideally, the definition of mentions should adapts to the application
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Named Entity SubstanceObject Event Philosophy Mental State

Rule …



Entity Linking: Define the mentions85



English Entity Linking Demo86

https://cogcomp.seas.upenn.edu/page/demo_view/EDLEnglish

The definition of which mentions to 
highlight should depends on the 
expertise and users’ interests.

https://cogcomp.seas.upenn.edu/page/demo_view/EDLEnglish
https://cogcomp.seas.upenn.edu/page/demo_view/EDLEnglish


Entity Linking: Define the target KB

๏ In principle, multiple KBs can be used as the target KB.

87

Target 
Knowledge 

Base



Entity Linking: Find the Unique ID

Find the unique identity in the target KB (Disambiguation)

88

Which one to link?



Find the unique identity in the target KB (Disambiguation)

Entity Linking: Find the Unique ID89

          What if multiple mentions correspond to the same concept is outside KB? 

Marc-Alexandre Côté is an author of Textworld.

First cluster relevant mentions as repersenting a single concept

Then map the cluster to NIL.



Entity Linking (EL)

๏ What are the main issues with EL?
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• Ambiguity

James Craig
James Craig (police chief)
James Craig (1st Viscount Craigavon)
James Craig (actor) 

…

• Variability

Connecticut
CT

The Nutmeg State

…

• Concepts outside of KB 
(NIL)

Marc-Alexandre Côté is an author of Textworld.

• Scale

• Millions of labels



Entity Linking (EL)

๏ Other challenges
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• Popularity Bias

But if you search for

Michael Jordan

When you talk about

Michael Jordan



EL Pipeline

๏ Entity Linking requires addressing several subtasks: 
• Mention Identification 
• Candidate KB Entities Generation 
• Candidate Entity Ranking 
• NIL Detection and Clustering
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General Architecture

Mention Identification Candidate Generation Candidate Ranking NIL Detection&Clustering

๏ Each n-gram

๏ Surface form  
based filtering

๏ Classification and  
statistics based  
filtering

๏ Surface form  
matching

๏ Expansion  
using aliases

๏ Prior probability  
computation

๏ Local Inference

๏ Global Inference

๏ NIL Detection

๏ NIL Clustering



Mentions Identification

๏ Highest recall: Each n-gram is a potential concept mention 
• Intractable for large documents 

๏ Surface form based filtering 
• Shallow parsing (especially NP chunks) 
• NP’s augmented with surrounding tokens 
• Capitalized words  
• … 

๏ Classification and statistics based filtering 
• Named entity recognition (our demo) 
• Key phrase extraction 
• …
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Mentions Identification

๏ Methods used by some famous systems 
• CCG @ U. Penn. Entity Detection and Linking (2019) 

• spaCy NER model 
• Illinois Wikifier  (Cheng and Roth, 2013) 

• NP chunks and substrings, NER (+nesting), prior anchor text 
• DBPedia Spotlight (Mendes et al., 2011) 

• Dictionary-based chunking with string matching (via DBpedia lexicalization dataset) 
• RPI Wikifier (Huang et al., 2014) 

• Mention Extraction (Li and Ji, 2014)
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Candidate Generation

๏ Surface form matching 
• A candidate list is composed of entities that match 

various surface forms of mentions in the text. (Our 
demo) 

๏ Expansion using aliases 
• A dictionary of additional aliases is constructed using KG 

metadata or a dictionary of aliases and synonyms 
• e.g. NYC -> New York City 

๏ Prior probability computation 
• Based on pre-calculated prior probabilities of 

correspondence between certain mentions and entities, 
p(e|m). 

• e.g. Compute p(e|m) based on Wikipedia entity 
hyperlinks (e) and anchor text (m). 
Based on CrossWikis, leveraging the frequency of 
mention-entity links in web crawl data.
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James Craig

James Craig James Craig

Mention

Candidates



Candidate Generation

๏ Example
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Candidate Ranking

๏ For each mention  in document , rank the corresponding candidates . 

• Local Inference 
• For each  in : 

• Generate corresponding candidate set  
• Rank entities . 

(i.e., consider local statistics of edges) 

• Global Inference 
• For each document , 

• Consider all , and all  
• Re-rank entities  

(i.e., the corresponding  of related  may also 
be related)

mi d ej ∈ T(mi)

mi d
T(mi)

ei ∈ T(mi)

d
mi ∈ d ei ∈ T(mi)

ei ∈ T(mi)
ei mi
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mi

ei

e3

e1

e2

mi

mj

ei

e1
e2

ej

e2

e3

d

ϕ(mi, ei)

ϕ(mj, ej)

ψ(ei, ej)



Local Ranking

๏ Basic idea: 

• Use similarity measure between candidates   and mention  with its context .ei ∈ T(mi) mi ci
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mi

ei

e3

e1

e2



Global Ranking

๏ Basic idea: 
• Resolve all mentions simultaneously  based on entity coherence and relatedness.
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mi

mj

ei

e1
e2

ej

e2

e3

d

ϕ(mi, ei)

ϕ(mj, ej)

ψ(ei, ej)



Global Ranking: Illustration100



Global Ranking: Illustration101



Global Ranking: Formulation

๏ A Combinatorial Optimization Problem 

๏ Problem Formulation 

๏ How to define the coherence and relatedness between two candidate entities?  
(What is ?)ψ
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Γ* = arg max
Γ

N

∑
i=1

[ϕ(mi, ei) + ∑
ei∈Γi,ej∈Γj

ψ(ei, ej)]



Entity Coherence & Relatedness

๏ Co-occurrence 

• Typical approach: generate a graph containing candidate entities  of mentions  in  and 
perform random walk algorithms (e.g. PageRank) over it to select highly consistent entities. 

• Calculate  as Pointwise Mutual Information of  based on their incoming sets. 

• …

e m d

ψ(ei, ej) ei, ej
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New York City and Los 
Angeles often appear 



NIL Detection & Clustering

๏ NIL Detection 

• Binary classification (Within KB vs. NIL) 
• Select NIL cutoff by tuning confidence threshold
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{       }, NIL Augment KB with NIL entry and 
treat it like any other entry

Marc-Alexandre Côté is an author of Textworld.

James Craig attempted to announce 
his bid for Governor on Belle Isle,…

James Craig was born in Nashville, 
Tennessee and studied at the Rice Institute



NIL Detection & Clustering

๏ NIL Clustering

105



NIL Detection & Clustering

๏ Collaborative Clustering
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EL Tools

๏ Tools (Target KB: Wikipedia): 

• FacebookResearch BLINK 
• SOTA of zero-shot EL 
• Well-documented 

• OpenAI DeepType 
• SOTA of EL 

• Spacy Entity Linker   
• Easy to use
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https://github.com/egerber/spaCy-entity-linker

https://github.com/egerber/spaCy-entity-linker


EL Tools

๏ OpenAI DeepType  
Figuring out which object is meant by a word by having a neural network decide if the word 
belongs to each of about 100 automatically-discovered “types”.
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Rather than trying to 
reason directly whether 
jaguar means the car,  
animal, or something 

else, the system plays 
“20 questions” with a 

pre-chosen set of 
categories.

https://openai.com/blog/discovering-types-for-entity-disambiguation/

https://openai.com/blog/discovering-types-for-entity-disambiguation/
https://openai.com/blog/discovering-types-for-entity-disambiguation/
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What is relation extraction (RE)?

๏ Company report: “International Business Machines Corporation (IBM or the company) was 
incorporated in the State of New York on June 16, 1911, as the Computing-Tabulating-
Recording Co.(C-T-R) …” 

๏ Complex relation in the report: 

๏ But we will focus on the simpler task of extracting relation triples: 
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Company-Founding

Company IBM
Location New York
Date June 16, 1911
Original-Name Computing-Tabulating-Recording Co.

Founding-year(IBM, 1991)

Founding-location(IBM, New York)

… Entity LinkingPreprocessing NER Relation 
Extraction

Coreference 
Resolution



Extracting relation triples from text111

Textual abstract: 
Summary for human

Structured knowledge extraction: 
Summary for machine



Extracting relation triples from text: illustration112

Wiki Text



Why Relation Extraction?

๏ Building & extending knowledge bases and ontologies 

๏ Scholarly literature databases: Google Scholar, CiteSeerX 

๏ People directories: Rapleaf, Spoke, Naymz 

๏ Shopping engines & product search 

๏ Bioinformatics: clinical outcomes, gene interactions, … 

๏ Stock analysis: deals, acquisitions, earnings, hirings & firings 

๏ Intelligence analysis for business & government 

๏ …
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But what relations should we extract?
๏ Depends on the domain of interest.
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• For generic news texts • Freebase relation types 
• 23 million entities, thousands of relations

• Geographical relation types • Protein interactions



Relation extraction approaches115

Relation Extraction

Rule-based RE Weakly supervised 
RE Supervised RE Distantly supervised 

RE Unsupervised RE



Rule-based RE

๏ Many instances of relations can be identified through hand-crafted patterns, looking for 
triples (X, , Y) where X, Y are entities and  are words in between. r r
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Named entities in sentence

( , , )esubj r eobj (Paris, is_in, France)

(Paris, is_in, France)

POS tags in sentence

(CITY, , COUNTRY)r
(NNP, , NNP)r

• Consider entity type and part-of-speech (POS) tags to remove additional false positive

• A simple rule

• Use dependency paths for longer-range patterns and increase coverage.

Dependency paths in sentence

(Fred, got_married, Mary)Dependency-based 
rules



Rule-based RE

๏ Pros 
• Humans created patterns tend to lead high precision 
• Can be tailored to specific domains 

๏ Cons 
• Human patterns suffer from low-recall  
• Creation of patterns can be expensive or even 

intractable 
• Hard to write and maintain the rules 
• Have to create rules for every relation type
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Examples of the Hearst patterns



Weakly Supervised RE

๏ Basic idea: 
• Bootstrapping: start out with a set of hand-crafted rules and automatically find new ones 

from the unlabeled text data through an iterative process.
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Weakly Supervised RE: Example

๏ Target relation: burial place 

๏ Seed tuple: [Mark Twain, Elmira] 

๏ Grep/Google for “Mark Twain” and “Elmira” 

๏ Use those patterns to search for new tuples
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“Mark Twain is buried in Elmira, NY”
 X is buried in Y

“The grave of Mark Twain is in Elmira”
The grave of X is in Y

“Elmira is Mark Twain’s final resting place”
Y is X’s final resting place



๏ Pros 
• Higher recall: more relations can be discovered 
• Less cost: only require a high quality seed 

๏ Cons 
• Sensitive to original set of seeds 
• Problem of semantic drift at each iteration 
• Precision tends to be not that high 
• Still hard for relation type extension:  require 

manually labeled new seeds for new relation 
types

Weakly Supervised RE120

Snowball (Agichtein & Gravano 2000)

Require that X and Y be named 
entities of particular types

A classical work about weakly supervised RE



Supervised RE

๏ The supervised approach requires: 
• Defining an inventory of output labels 

• Relation detection: True/False 
• Relation classification: located_in, employee_of, be_born_in, … 

• Collection sufficient labeled training data (Hard Part) 
• Public benchmarks: MUC-7, ACE-2005, SemEval, NYT10, FewRel, … 

• Designing architecture of neural networks for DL-based methods 
(or designing feature representation & choosing classifier for ML-based methods)  
• CNNs, RNNs, Transformers, … 

• Training and evaluation
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How are neural networks being used to do RE?

๏ [Zeng et al. 2014] apply word embeddings and Convolutional Neural Network (CNN) to 
relation classification. 
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https://aclanthology.org/C14-1220/

Word Feature


Position Feature

lexical features:

specific to entity pairs

https://aclanthology.org/C14-1220/
https://aclanthology.org/C14-1220/


How are neural networks being used to do RE?

๏ [Liu et al. 2015] propose a recursive neural network (RNN) to model the dependency 
subtrees, and a CNN to capture the most important features on the shortest path.
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https://aclanthology.org/P15-2047/

1. Get subtree representations by Recursive NN

2. Get sentence level representation by CNN through the shortest 

path on dependency tree from subject to object.

https://aclanthology.org/C14-1220/
https://aclanthology.org/P15-2047/


How are neural networks being used to do RE?

๏ [Wu and He 2019]  apply BERT pre-trained language model to relation extraction. (R-BERT)
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https://arxiv.org/abs/1905.08284

visualization of self-attention

https://arxiv.org/abs/1905.08284
https://aclanthology.org/C14-1220/


Supervised RE

๏ Pros: 
• High accuracy 

• At least for some seen relations 
• If we have sufficient training data 

๏ Cons: 
• Performance is limited by the amount of expensive labeling samples 
• Does not generalize well to new domains
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Beyond supervised RE?

• Collect sufficient labeled data at low cost: Distantly supervised RE

• Get rid of the reliance on labeled data: Unsupervised RE



Distantly Supervised RE

๏ Basic idea: 
• Combine the idea of using seed data (as for Weakly Supervised RE) with training a 

classifier (as for Supervised RE). 
• Instead of providing seed tuples ourselves, we can take it from KBs.
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Distantly Supervised RE: Illustration

๏ For each relation 
• For each tuple in KB  

• Find sentences in large corpus with both entities 
• Assume these sentences are positive examples for this relation type 

• Train a supervised classifier on this distantly-labeled dataset
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Born_In

<Edwin Hubble, Born_In, Marshfield> 
<Albert Einstein, Born_In, Ulm>

S1: Hubble was born in Marshfield 
S2: Einstein, born (1879), Ulm  
S3: Hubble … Steven Tyler … Marshfield

(S, , )e1 e2

Born_In

 



Distantly Supervised RE

๏ Pros 
• Less manual effort 
• Can scale to large amount of corpus and 

many relations 
• No iterations required  

(unlike Weakly Supervised RE) 

๏ Cons 
• Generated labels can be noisy 
• Be restricted to the referred KBs
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[Mintz et al. 2009] propose distant supervision  
to reduce the cost of manually labeling corpus.

https://aclanthology.org/P09-1113/

https://aclanthology.org/P09-1113/


Unsupervised RE for Open Information Extraction
๏ Basic idea: 

• Extract relations from text based on a set of very general constraints and heuristics, thus 
get rid of the reliance on labeled data, seed tuples, and hand write rules.
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TextRunner  
[Bach, Nguyen, and Sameer 
Badaskar 2007]

Constraints are not 
relation-specific 
patterns. 



Unsupervised RE

๏ Influential work by Allen Institute for AI (Oren Etzioni’s group) 
• 2005: KnowItAll 

• Generalizes Hearst patterns to other relations  
• Requires zillions of search queries; very slow 

• 2007: TextRunner 
• No predefined relations; highly scalable; imprecise 

• 2011: ReVerb 
• Improves precision using simple heuristics 

• 2012: Ollie 
• Operates on Stanford dependencies, not just tokens 

• 2013: OpenIE 4.0 
• Use heuristics from semantic role labeling (SRL) frames 
• Extends the defintion of Open IE extractions to include n-ary extractions 

• 2018: OpenIE 5.1 
•  Improves upon extractions from numerical sentences 
•  Improves upon conjunctive sentences by breaking conjunctions in arguments to generate multiple extractions. 

• 2020: OpenIE6 
• Iterative Grid Labeling and Coordination Analysis 
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Unsupervised RE

๏ Pros: 
• No/Almost none labeled training data 

required 
• Without the require of manually pre-

specifying all the relation of interest, it 
considers all possible relation types 

๏ Cons: 
• Performance depends a lot on how 

well constructed the constraints and 
heuristics are 

• Relations are not normalized as pre-
specified relation types
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Relation Extraction: Tools

๏ Domain-dependent: 
• spaCy Kindred (Biomedical) 
• OpenNRE (NYT10m and Wiki20m) 
• … 

๏ Domain-independent: 
• Stanford OpenIE 

• About 4x faster than AllenAI OpenIE, while brings lower performance. 
• AllenAI OpenIE 5.1 

• Utilize pre-trained language model 
• Higher performance, with higher computational cost. 

• …
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https://spacy.io/universe/project/kindred
https://github.com/thunlp/OpenNRE
https://nlp.stanford.edu/software/openie.html
https://openie.allenai.org/


OpenIE133

https://openie.allenai.org/

https://openie.allenai.org/


Coreference Resolution

๏ What is Coreference Resolution? 
• Coreference Resolution is the task of finding all linguistic expressions (called mentions) in 

a given text that refer to the same real-world entity.  

๏ Why Coreference Resolution? 
• Coreference resolution could increase the overall efficiency and the coverage of the 

information extraction. 

๏ Tools: 
• spaCy neuralcoref, NLTK coref, BART, …⋅ ⋅
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Entity LinkingPreprocessing NER Relation 
Extraction

Coreference 
Resolution

http://www.bart-coref.org/
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Quality Checking

๏ Not everything accurately extracted is fact

136

Raw Text

Information 
Extraction

Structured 
Knowledge (John, vote_for, Trump)

(Subj, predicate, Obj)

Is this a fact?
The claim is with the context “John said”.

We need to further check the quality of the extracted knowledge.



Quality Checking

๏ Not everything accurately extracted is fact 

๏ Many recent efforts on assessing truth and finding supports 
• Knowledge-based Trust [Dong et.al 2015] 
• Multilingual answer validation [Rodrigo et.al2009] [Kobayashi et.al 2017] 
• FactChecker [Nakashole & Mitchell 2014]  
• PolitiFact [Vlachos & Riedel 2014], [Wang 2017] 
• Fake News challenge [Pomerleau & Rao 2017] 
• Fake news detection via crowd signals [Tschiatschek et.al 2018]  
• Fact Verification competition [Thorne et.al 2018]
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https://arxiv.org/pdf/1502.03519.pdf
http://ims-sites.dei.unipd.it/documents/71612/86371/CLEF2008wn-QACLEF-RodrigoEt2008.pdf
https://pdfs.semanticscholar.org/7b24/1922291ccf916931cfc84564622e917e5c97.pdf
https://aclanthology.org/P14-1095/
https://aclanthology.org/W14-2508/
https://arxiv.org/pdf/1705.00648.pdf
http://www.fakenewschallenge.org/
http://dl.acm.org/citation.cfm?doid=3184558.3188722
https://arxiv.org/abs/1803.05355


Quality Checking

๏ Fact Verification competition (FEVER) [Thorne et.al 2018] 

๏ Goal: 
• Given a claim, label claim SUPPORTS, REFUTES, or 

NOT-ENOUGH-INFO 
• For the first two classes, select relevant sentences from 

Wikipedia intro sections. 

๏ Largest annotated fact sets 
• 185,445 annotated claims. 
• Claims generated by mutating Wikipedia sentences:  

paraphrasing, negation, substitution of entity/relation, 
generalize/specialize claims
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https://arxiv.org/abs/1803.05355


Quality Checking

๏ FEVER baseline – sentence classification [Thorne et.al 2018] 

• Basic idea: align parts of the text in sentences a and b and then aggregate info to predict the 
label 

• Example
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https://arxiv.org/abs/1803.05355


Quality Checking

๏ FEVER Progress
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https://fever.ai/task.html

2021 Shared Task 

https://fever.ai/task.html
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KG Hosting

๏ After checking the quality of extracted knowledge, we can store the RDF triples as knowledge 
graph by:  
• Storing them into RDF Triple Stores. (https://www.w3.org/wiki/LargeTripleStores) 

• Or converting them to nodes and edges and then storing them into Graph Databases.
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https://www.w3.org/wiki/LargeTripleStores


KG Hosting

๏ Graph Databases vs. RDF Triple Stores 
• How They Are Similar 

• Both two focus on the relationships between the data, often referred to as “linked data”. 
• How They Are Different 

• Graph databases are more versatile with query languages: Neo4J can run an RDF triple 
store and use SPARQL but generally focuses on its own proprietary language, Cypher; 
RDF triple stores only use SPARQL as the query language. 

• Graph databases can store various types of graphs; RDF triple stores focus solely on 
storing rows of RDF triples. 

• Graph databases are node centric, whereas RDF triple stores are edge-centric. 
• Graph databases are better optimized for graph traversals,  while the cost of traversing 

an edge tends to be logarithmic with RDF triple stores. 
• Graph databases do not provide inferences on data, but RDF triple stores do.
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KG Hosting

๏ Neo4j, a graph database for high-performance graph queries on large datasets. 
More on https://neo4j.com/
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https://neo4j.com/


KG Hosting

๏ Storing as Knowledge Graph: 

• Query: 

• Cypher  
https://neo4j.com/docs/cypher-manual/current/ 

• Python Driver 
https://neo4j.com/developer/python/ 

• Others 

• Summary: 
high performance graph store,  
multiple programming language driver 
supported robust graph database 
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https://neo4j.com/docs/cypher-manual/current/
https://neo4j.com/developer/python/
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KG Maintenance

๏ The extracted facts can be incomplete, conflicting, and incorrect: 
• Missing Data 
• Data error due to IE tech or human errors  
• Abbreviations and truncation 
• …
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Mentions in digital world is biased and various. 
We need to de-bias and handle the diversity.



KG Maintenance

๏ Knowledge Assessment 

๏ Knowledge Cleaning 
• Error detection 
• Error correction 

๏ Knowledge Enrichment 
• Identifying new knowledge sources 
• Data integration

148



KG Assessment

๏ First step to improve the quality of a KG: 
assess the situation 

๏ Closely related to data quality literature 

๏ Various dimensions for data quality 
assessment introduced [Batini & 
Scannapieco, 2006], [Färber et al., 2018], 
[Pipino et al., 2002], [Wang, 1998], [Wang 
& Strong, 1996], [Cao et al., 2001],  [Zaveri 
et al., 2016])
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How is the quality 
of this KG?

https://www.researchgate.net/publication/220687977_Data_Quality_Concepts_Methodologies_and_Techniques
https://www.researchgate.net/publication/220687977_Data_Quality_Concepts_Methodologies_and_Techniques
https://content.iospress.com/articles/semantic-web/sw275
https://mitcdoiq.org/wp-content/uploads/2019/02/DQ-Assessment2002.pdf
https://pubs.giss.nasa.gov/abs/wa04000r.html
https://asset-pdf.scinapse.io/prod/1567491469/1567491469.pdf
https://asset-pdf.scinapse.io/prod/1567491469/1567491469.pdf
https://www.researchgate.net/profile/Anisa-Rula/publication/235912899_Quality_Assessment_Methodologies_for_Linked_Open_Data/links/00b7d536e8c6c32eff000000/Quality-Assessment-Methodologies-for-Linked-Open-Data.pdf
https://www.researchgate.net/profile/Anisa-Rula/publication/235912899_Quality_Assessment_Methodologies_for_Linked_Open_Data/links/00b7d536e8c6c32eff000000/Quality-Assessment-Methodologies-for-Linked-Open-Data.pdf


KG Assessment

1. accessibility 
2. accuracy (veracity) 
3. appropriate amount 
4. believability 
5. completeness 
6. concise representation 
7. consistent representation  
8. cost-effectiveness 
9. easy of manipulating 
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10. easy of operation 
11. easy of understanding  
12. flexibility 
13. free-of-error  
14. interoperability  
15. objectivity 
16. relevancy 
17. reputation 
18. security

19. timeliness (velocity) 
20. traceability 
21. understandability 
22. value-added 
23. variety 
24. fitness for use 
……



Several core assessment dimensions for KG 151



Knowledge Assessment Tools

๏ LINK-QA [Guéret et al., 2012] 
• Benefits from network features to assess data quality (e.g. counting open chains to find wrongly asserted isSameAs relationships) 

๏ Sieve [Mendes et al., 2012] 
• Uses data quality indicators, scoring functions and assessment metrics 

๏ SDType [Paulheim & Bizer, 2013]  
• Uses statistical distributions to predict the types of instances. Incoming and outgoing properties are used as indicators for the 

types of resources. 

๏ RDFUnit [Kontokostas et al., 2014] 
• A framework that assesses linked data quality based on test cases defined in various ways (e.g. RDFS/OWL axioms can be 

converted into constraints) 

๏  Validata [Hansen et al., 2015]  
• An online tool check the conformance of RDF graphs against ShEx (Shape Expressions) 

๏ Luzzu [Debattista et al., 2016]  
• Allows declarative definitions of quality metrics and produces machine-readable assessment reports based on Dataset Quality 

Vocabulary
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Knowledge Cleaning

๏ The actions taken to improve the correctness of a knowledge graph. 

๏ Two major steps: 
• Error detection 
• Error correction
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Knowledge Cleaning Tools 

๏  DValidate [Paulheim & Bizer, 2014]  
• Uses statistical distribution to detect erroneous statements that connect two resources. The statements with 

less frequent predicate-object pairs are selected as candidates for being wrong. 

๏ KATARA [Chu et al., 2015] 
• Learns the relationships between data columns and validate the learn patterns with the help of existing 

Knowledge Bases and crowd, in order to detect errors in the data. Afterwards it also suggests possible 
repairs. 

๏ HoloClean [Rekatsinas et al., 2017] 
• An error detection and correction tool based on integrity constraints to identify conflicting and invalid 

values, external information to support the constraints, and quantitative statistics to detect outliers. 

๏ TISCO [Rula et al., 2019] 
• A framework that tries to identify the time interval where a statement was correct. It uses external 

knowledge bases and the web content to extract evidence to assess the validity of a statement for a time 
interval.
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Knowledge Enrichment

๏ Improve the completeness of a knowledge graph by adding new statements.
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Knowledge enrichment: the property level156



Knowledge enrichment: the instance level (Box)157



Knowledge enrichment: the terminological level (TBox)158



Knowledge Enrichment Tools

Duplication detection and resolution tools 

๏ Dedupe 
• A Python library that uses machine learning to find duplicates in a dataset and to link two datasets. 

๏ LIMES [Ngomo & Auer, 2011] 
• A link discovery approach that benefits from the metric spaces (in particular triangle inequality) to 

reduce the amount of comparisons between source and target dataset. 

๏ Duke [Garshol & Borge, 2013] 
• Uses various similarity metrics to detect duplicates in a dataset or link records between two 

datasets based on a given configuration. 

๏ Legato [Achichi et al., 2017] 
• A recording linkage tool that utilizes Concise Bounded Description* of resources for comparison.
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KG Applications: Bing & Cortana

๏ Knowledge graph has a tremendous impact on Bing impressions
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KG Applications: Office 

๏ Enriching the Office experience with knowledge graph.
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KG-based Question Answering

๏ Given: 
• Knowledge graph ingested from unstructured, structured, and semi-structured data sources  

๏ Input: 
• Natural language query 

๏ Output: 
• Answer in the form of knowledge
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KG-based Question Answering166



KG-based Question Answering

๏  Challenges: 
• Matching natural language relations to formal relations in KGs 
• There are many ways to ask the same query e.g. {who directed titanic}, {what is the name of 

the person who directed titanic}, {in the movie titanic, who was the director}, …etc 
• Scalable entity linking 
• Word sense disambiguation 
• Semantic roles and relationships extraction 

๏ Large search space 
• Every entity can have hundreds of edges and every entity instance can have hundreds of 

millions of edges/facts  

๏ Compositionality: multi-hop reasoning 
• {Movies starring the first wife of tom hanks}, {movies directed by the director of titanic}
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Approaches for KG-based Question Answering

๏ Semantic parsing approaches:  
• Generic semantic parsing followed 

by ontology grounding 

๏ Knowledge embedding 

๏ Information extraction approaches:  
• Information retrieval methods with 

semantic enrichment
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Semantic Parsing169



Generic Semantic Parsing

๏ In this approach as in the example provided by [Kwiatkoski 13], we:  
1. Perform a generic semantic parsing of the utterances 
2. Perform ontology matching on relationships 

๏ For example: {who is Donald Trump’s Daughter} 
𝜆𝑥. 𝑑𝑎𝑢𝑔h𝑡𝑒𝑟_𝑜𝑓 𝐷𝑜𝑛𝑎𝑙𝑑 𝑇𝑟𝑢𝑚𝑝, 𝑥 
𝜆𝑥. 𝑐h𝑖𝑙𝑑_𝑜𝑓 𝐷𝑜𝑛𝑎𝑙𝑑 𝑇𝑟𝑢𝑚𝑝, 𝑥 ^ 𝑔𝑒𝑛𝑑𝑒𝑟 (𝑥, 𝑓𝑒𝑚𝑎𝑙𝑒) 

๏ This semantic expression can be then compiled into a knowledge graph database query e.g. 
Cypher/SPARQL and executed to return the results
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Ontology Matching on Relationships using DSSM

๏ Input is mapped into two k dimensional vectors 

๏ Probability is determined by Softmax of their cosine similarity
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Knowledge Embedding Approach172

https://arxiv.org/pdf/1406.3676.pdf
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Information Extraction Approaches

๏ Extracting and answers on the fly. 

๏ These approaches provide ways to leverage the knowledge graph in cases where the question 
cannot be covered by the ontology or the data or both.
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Answer Type Detection

๏ Who first landed on the moon => Person 

๏ Where is the headquarters of Microsoft => Location  

๏ What is the largest country in population => Country  

๏ Highest flying bird => Animal/Bird
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Answer Type Detection

๏ Rules 
• Grammar for e.g. who be/... => Person 
• Head word for e.g. which city is the largest 
• … 

๏ Learned type classifier  
e.g. SVM utilizing features like question words, phrases, POS tags, headwords, mentioned 
entities, ...etc [Dan Jurafsky]
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Passage Retrieval

๏ Retrieve documents using expanded query terms + search engine 

๏ Segment the documents into smaller units e.g. passages/paragraphs 

๏ Rank passages using learned model utilizing features like: • Number of named entities of the right 
type in the passage 
• Number of query words in the passage 
• Number of question  

n-grams in the passage  
• Proximity of query  

words in the passage 
• Longest sequence of  

question words 
• Rank of document  

containing passage,...etc
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๏ Detect answer entity by running NER on the passage  

๏ Mark the answer entity in the passage

Process Answer177



Answer Semantic Enrichment using KB

5-20% mean reciprocal 
rank (MRR) improvement
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KG-based Dialogs

๏ Approaches: 

• E2E Seq2seq (Ritter et al., 2011; Sordoni et al., 2015; Shang et al., 2015; Vinyals and Le, 
2015) 

• Knowledge based ontological slot filling (Dai+ 2017) 

• Knowledge grounded neural approaches (Ghazvininejad+ 2018) 

• …

179



E2E Dialog Systems

๏ Suitable for chitchat kind of bots. 

๏ Predicted target sequences are usually free from facts
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Knowledge Based Ontological Slot Filling

๏ Suitable for chitchat kind of bots. 

๏ Predicted target sequences are usually free from facts
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Knowledge Grounded Neural Approaches182
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Enterprise Scenarios

๏ All the challenges mentioned previously plus the following: 

• Compliance 

• Different data formats: databases, emails, chat logs, discussion forums, web blogs, pdfs, 
PowerPoint/Word/Excel documents etc. 

• Different schemas: schema mapping and merging, and new schema discovery. 

• Consumption via dialog systems, search interface, mobile devices or other modalities, API. 

• Highly domain-specific models required, bootstrapped by pre-trained models. Need on-prem 
domain-adaptation.
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Multimodal Knowledge Graph

๏ Richpedia: provide a comprehensive multi-modal knowledge graph by distributing sufficient 
and diverse images to textual entities in Wikidata
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CommonSense Knowledge Graph

๏ CSKG: The CommonSense Knowledge Graph 

๏ Answering this question requires knowledge that humans possess and apply, but machines cannot 
distill directly in communication. 
• ConceptNet: pianos have keys and are used to perform music 
• WordNet: pianos are played by pressing keys 
• ATOMIC: before a person plays piano, they need to sit at it, be on stage, and reach for the keys.  
• FrameNet: frame of a performance contains two separate roles for the performer and the audience, 

meaning that these two are distinct entities, which can be seen as evidence against answer 
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Causal Knowledge Graph

๏ CausalKG: Causal Knowledge Graph - Explainability 
using interventional and counterfactual reasoning
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More research on knowledge graphs188

https://arxiv.org/pdf/2002.00388v1.pdf
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