Simplex algorithm
for
problems with bounded variables



Simplex method for
problems with bounded variables

* Consider the linear programming problem with bounded variables
min c¢'g
st. Ag=h
[i<g;,=q; Jj=12,.,n

where g,c,l,ge R", he R", and A is a mXn matrix

e Complete the following change of variables to reduce the lower bound to 0

X; = gj—lj (i.e., g =X + lj)



Simplex method for
problems with bounded variables

the problem becomes

min ¢ (x+1)

st. A(x+1)=h

[ <x,+1,<q, j=12,.

where c,x,l,ge R", he R", and A is a mXn matrix

min c'g
s.t. Ag=h
lngquj j=12,...,n
7

Complete the following change of variables to reduce the lower bound to 0

x;=g—1L (e,g=x+1)




Simplex method for
problems with bounded variables

the problem becomes
min cT(x+l)
s.t. A(x+D=h
lijj+lquj j=12,...,n

where ¢, x,l,ge R", he R", and A is a mXn matrix

. T T
min ¢ x+c'!

s.t. Ax :lh — Al

lj—lijj+lj—lquj—lj j=12,...n

replacing :lu;=¢q;—[;Jand |b=h—-Al

min ¢ x+c'l
st. Ax=b
OijSuj j=12,...,n



Simplex method for
problems with bounded variables

e In this problem
min ¢’ x
s.t. Ax=b
OijSuj j=12,...,n
since ¢!/ is a constant, we can eliminate it from the minimisation without
modifying the optimal solution.

Then in the rest of the presentation we consider the problem without this
constant.



* Consider the explicit formulauon of the problem

iz =33

ZZ ]U #iil,z,..i,ml,z,”.,m
Jj=1 j=1
OSx;cguy. :W']: 1,2j.=48,2,...n

* One way of solving the problem is to introduce slack varia i

and then use the simplex algorithm.



n

mn 7= ZC i Tableau with m +n rows

Jj=1
l

S.t. Z%xj =b. i=12,...m
j=1

X, +y,=u, j=12,...,n

xj,ijO j=12,...,n

n
min z= Zc X Tableau with m rows
j=1

n
S.t. Zaijxj =D, i=1,2,....m
j=1

Oij:' j=12,...,n

[/ \

account implicitly




n
min z= chxj

j=1
n
S.t. Zaijxj =D, i=1,2,...m ,
Jj=1 Non degeneracy:
X.+y. =u, j=12,..,n all the basic variables
/ ’ / are positive at
x;,y;20 J=L2,...n each iteration

-

Consider a basic feasible solution of this problem

Because of the constraints X;+y,=u, at least one of the variables X; Or y; 1S
basic, j=1,2,...,n.

Then for all j=1,2,...,n, one of the three situations holds:

a) x;=u;1s basic and y; = 0 18 non basic

b) x;=01s non basic and y; = u; is basic

¢) 0<x <u;isbasic and 0 <y, <u,is basic



n

mim z= E C]x]

J=1
n
Sujet a Z%xj =b,
J=1
XjHY;=u;
Ly,
x;,y;20

61 + n basic variables requirecﬁ

There are n variables y,

—

_J

~

J

There are at least m variables X;

\hat are basic

/

i=1,2,....m
j=12,...,n
i=12....n

a) x; basic; y; non basic
b) x; non basic; y; basic
¢) x; basic; y; basic




n a) x; basic; y; non basic
min 7= chx] b) x; non basic; y; basic
J=l ¢) x; basic; y; basic
n
Sujeta  » ayx;  =b,  i=12..m
j=1
X;+y;=u; j=12,...,n

xj,ijO j=12,...,n
61 + n basic variables requirecﬁ . : e )

, Exactly m variables x; satisfying
There are n variables y, 0 /
N ~ — For contradiction, if m®# mvariables x;
U satisfy the relation, then the
m" corresponding variables y; would be
There are at least m variables x; : /

basic.
\hat are basic / Furthermore, for the n — m° other indices j,
either x; = u; (case a) or y; = u;(case b)
would be verified.
Then the number of basic variables
would be equal to
2mP+ (n-—m®) =m®+n Fm+n

\C

/




=

min z=c'x
st.  Ax+0y=b
Ix+1Iy=u
x,y=20

)

To simplify notation, assume
the following basic variables:
O<x,<u, i=1....m
O<y <wu i=1....m
x,=u, i=m+l,....m+I

y,=u, i=m+l+1,....m+n




The basis has the following form

B i 0 D !9

§ o e e
I 5 1 5 0 0

0 E 0 L 0

0 5 0 0 A

g ~ AN ~ J\ J \ )
O<x <u, O<y <u, X=U; | | YU,

N\

min z=c'x
st.  Ax+0y=>b
Ix+1y=u
x,y=20

)

> 1]

To simplify notation, assume
the following basic variables:
O<x, <u, i=1....m
O<y <u i=1,....m
x,=u, i=m+l,...m+I

y,=u, i=m+l+1,....m+n
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where the matrix Iis nXn
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a b
de{ }zad—bc
c d

where the matrix Iis nXn

=d(a—bd'c)



BF_O_.D__O
_ Il: 1, 00
E=] a b
Oi 07,0 de{ }zad—bc
_O: 00 I c d
BODO =d(a—bd'c)
— (I)l / where the matrix /i1s nXn
0

det (Z) = det (1){ det (B)—det| [0 D 0] 1™ H
0

= det(7){det (B)—det(0)}
where the matrix 0 is mXm since
:O D O]is a mXn matrix and
_111
0 |i1s a nXm matrix
0




BF_O_.D__O
_ Il: 1, 00
E=] a b
Oi 07,0 de{ }zad—bc
_O: 00 I c d
BODO =d(a—bd'c)
— (I)l / where the matrix /i1s nXn
0

det (Z) = det (1){ det (B)—det| [0 D 0] 1™ H
0

= det(7){det (B)—det(0)}
where the matrix 0 is mXm since
:O D O]is a mXn matrix and
_Il}
0 |i1s a nXm matrix
0

Then det(Z)=det(7)det(B).



BF_O_.D__O
_ Il: 1, 00
E=] a b
Oi 07,0 de{ }zad—bc
_O: 00 I c d
BODO =d(a—bd'c)
— (I)l / where the matrix /i1s nXn
0

det (Z) = det (1){ det (B)—det| [0 D 0] 1™ H
0

= det(7){det (B)—det(0)}
where the matrix O is mxm since

:O D O]is a mXn matrix and
_Il}
0 |i1s a nXm matrix
_O
Then det(Z)=det(7)det(B).
Since E is a basis, then det(Z) #0.

Consequently det(B)=det(Z)#0 and then Bis non singular.



BF_O_.D__O
—_ Ii 1, 00
E=] a b
Oi 07,0 de{ }zad—bc
1000 075 c d
0D0 =d(a-bd'c)

where the matrix Iis nXn

I
S O~

det (Z) = det (1){ det (B)—det| [0 D 0] 1™ H
0

= det(7){det (B)—det(0)}

where the matrix O 1s mXm since

:O D O]is a mXn matrix and
_Il}
0 |i1s a nXm matrix
_O
Then det(Z)=det(7)det(B).
Since E is a basis, then det(Z) #0.

Consequently det(B)=det(Z)#0 and then Bis non singular.
Then B 1is a basis of A.



The basis has the following form
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Then, we can specify a variant of the simplex method to solve this problem

specifically: n
min z= Zc X
j=1

S.t. Z%xj =D, i=1,2,....m
j=1
OijSuj j=12,...n

by dealing implictly with the upper bound u;. At each iteration, we consider
a solution (basic) associated with a basis B de A having

m basic variables O<x; <u; je IB

n—m non basic variables x; =0 ou u, je JB



S.t. a.x. =b. i=1,2,....m

X;+y;=u; j=12,...,n
xj,ijO j=L2,...,n

At each iteration, we consider a solution (basic) associated with a basis B
de A having

m basic variables

O<x;<u, je IB

n —m non basic variables x, =0 or u, je JB
Denote the indices of the basic variables IB = {j,, j,, ..., j,,} where j.1s the

index of the basic variable in the i row, then

x; =0 ou u, je JB
X =b;|— E aijx; i=12,...m
jeJB / \
Dependent r" o ..
vwibles | B Ap e n zy em ex, —z | Ths We find sgmlar
" 1 Gt -al, - aln P values as in problems
2 t Gomtl Az G b2 where there are no
x, | e by upper bounds, except for
x: ; _ _ ; non basic variables
m Gl =G =G i Q =0 or u. je ]B/
-z Sl 8y O 1 = J J




-

We find similar \ We have to modify the entering criterion

values as in problems and the leaving criterion accordingly to
where there are no

upper bounds, except for .
non basic variables for this problem

\xJ-:O or u; je JB/

generate a variant of the simplex algorithm




Step 1: Selecting the entering variable

The criterion to select the entering variable must be modified to account
for the non basic variables x; being equal to their upper bounds ; since
these variables can be reduced.

Hence, for an index j€ JB
if x;=0 and ¢; <0 it 1s interesting to increase x;

if X, =u, and c¢; >0 ,1tis interesting to decrease X;

Determine c;, =min{ Cj:X, =O} and c¢;, = max {c.:x. =u.}
jeJB J jeJB S J

)

If ¢; >0, then the solution is optimal, and the algoithm stops.

Cs,|,|Cs,

b

Let ¢, = min{ Esl : —Esz} (max{

If c;<0 and ¢, = Esl, then the non basic variable x, increases, and go to Step 2.1.

If ¢, <0 et ¢, < Esl , then the non basic variable x_ decreases, and go to Step 2.2.



Step 2.1: Selecting the leaving variable

The i 0 of th , _ _ Value of the

e increase ¢ of the enterin _ 7 : :

. . fing Let g, = ; Z a,x; |basic )é/grlables
variable x, 1s stop by the first of icIB i

the following three situations P
happening: 6 = min {u , min {_g—" ‘a, > O},min{ g, < 0}}
1<i<m a 1<i<m —a.

1) x, reach its upper bound u

S A A
1i) a basic variable X ; decreasgs

to O (in this case Em > ()
111) a basic variable X;

increases to reach its upper For all i such that a; >0, then x; decreases
bound #; (in ths case when x_ increases of the value 8. It follows
ar <0) x,=8,-a,020 & aq,0=<g,

0<x; =g —als(0+l9)SuJl g

0<x; =g -a,(0+0)<u, a.

= 78, 74 I ThenHSmin{%:c_z.>O}

1<i<m

A



Step 2.1: Selecting the leaving variable

Value of the
The. increas.e 0 of the ente.ring Let g, = b — Z gij x, | basic variables
variable x, 1s stop by the first of ' B X,
the following three situations
happening: 6 = min {u , min {ig—" ‘a, > O},min{uji 5 a. < 0}}
i) x, reach its upper bound u, NI LT
1i) a basic variable X ; decreasgs
to O (in this case Em > ()
111) a basic variable X;
increases to reach its upper For all i such that a,, <0, then x P Increses
bound “; (in ths case when x_ increases of the value 6. It follows
7 <0) xjizgi—ﬁis@Suji =S —LTI.SHSuji—gi
:()ijl=gl—c7“(0+49)£ujl - 0<uji_gi
0<x; =g -a,(0+6)<u; —a,,

1<i<m —
ais

: o . u.—8 _
Oijm—gm ams(0+6?)Sujm ThenHSmln{ Jz_ ’:Clis<0}



Step 2.1: Selecting the leaving variable

The increase 6 of the entering

variable x, 1s stop by the first of

the following three situations

happening:

1) x, reach its upper bound

1i) a basic variable X ; decreases

to O (in this case Em > ()

111) a basic variable X;

increases to reach its upper

bound ¥; (in ths case

ars <0)

Value of the

Let g, =b, — Z a;x; |basic Vgriables

, J X
jeJB Ji

0<x; =8, —c7ls(0+l9)Sujl

a )
If 6 = oo, then the problem is not

bounded from below, and the
algorithm stops.

\ )




Step 2.1: Selecting the leaving variable

The increase 6 of the entering

variable x, 1s stop by the first of

the following three situations

happening:

1) x, reach its upper bound u,
1i) a basic variable X ; decreasgs
to O (in this case Em > ()
111) a basic variable X;

B _ Value of the
Let g, =b, — Z a,x; |basic )é/griables
jeJB Ji

increases to reach its upper

bound ¥; (in ths case

ars <0)

0<x; =8, —47“(0+49)Suj

1

/If x, = u_, then the set of basic Variablg
1s not modified, and the same basis is
used at the next iteration.

the variable x_ remains non basic

but its value 1s modified from O to u,.

\Go to step 1. /




Step 2.1: Selecting the leaving variable

The increase 6 of the entering
variable x, 1s stop by the first of
the following three situations
happening:
1) x, reach its upper bound
1i) a basic variable X ; decreases
to O (in this case Em > ()
111) a basic variable X;
increases to reach its upper

bound ¥; (in ths case

ars <0)

B _ Value of the
Let g, =b, — Z a,x; |basic )é/griables
jeJB Ji

0<x; =8, —c7ls(0+l9)Sujl

bejr =g -, (0+60)<u;

ﬁezizml {i:am>0}’ \

a_  lsism| g
then the value on the entretring variable x,
increases to 6.
The entering variable x, becomes a basic

variable replacing the leaving variable x,

becoming a non basic variable equal to 0

inot ona, , and gotostep 1. /




Step 2.1: Selecting the leaving variable

The increase 6 of the entering
variable x, 1s stop by the first of
the following three situations
happening:
1) x, reach its upper bound
1i) a basic variable X ; decreases
to O (in this case Em > ()

111) a basic variable X;

B _ Value of the
Let g, =b, — Z a,x; |basic )é/griables
jeJB Ji

increases to reach its upper

bound ¥; (in ths case

ars <0)

0<x; =8, —c7ls(0+l9)Sujl

bejr =g -, (0+60)<u;

u. — u. —
ﬁ@z i 8, =§nin{ i 8,

:E” < 0}, \
—d rs _ais
then the value on the entretring variable x
increases to 4.
The entering variable x, becomes a basic
variable replacing the leaving variable x;

becoming a non basic variable equal to u;

inot ona, ,and go to step 1. /




Step 1: Selecting the entering variable

The criterion to select the entering variable must be modified to account
for the non basic variables x; being equal to their upper bounds ; since
these variables can be reduced.

Hence, for an index j€ JB
if x;=0 and ¢; <0 it 1s interesting to increase x;

if X, =u, and c¢; >0 ,1tis interesting to decrease X;

Determine c;, =min{ Cj:X, =O} and c¢;, = max {c.:x. =u.}
jeJB J jeJB S J

)

If ¢; >0, then the solution is optimal, and the algoithm stops.

Cs,|,|Cs,

b

Let ¢, = min{ Esl : —Esz} (max{

If c;<0 and ¢, = Esl, then the non basic variable x, increases, and go to Step 2.1.

If ¢, <0 et ¢, < Esl , then the non basic variable x_ decreases, and go to Step 2.2.



Step 2.2: Selecting the leaving variable

The decrease 6 of the entering
variable x, 1s stop by the first of

the following three
happening:
1) x, reduces to

1i) a basic variable X ; decreasgs

Let g, =bl, — Z a;x;

jeJB

Value of the
basic variables

Ji

situations

1<i<m

) . 8,

€ = min u_,miny =
—a.
A

A A

:ais<0

u —g.

{f,

, min

1<i<m

X
} :ais>0}

a .
is

N

J

to O (in this case ars <0)

111) a basic variable X;

increases to reach its upper

bound ¥; (in this case

er>0)

For all i such that g; <0, then x, decreases
when x_ decreases of the value 6. It follows
X, =8; = ay (_9) 20 -q,0<g,

Then 6 < min

1<i<m

|

_ais

—

8i

8
—a.

A

0 <

:c_zl.s<0}




Step 2.2: Selecting the leaving variable

The decrease 6 of the entering
variable x, is stop by the first o
the following three situations
happening:

1) x, reduces to

f

Let g, =bl, — Z a;x;

jeJB

Value of the

basic variables

x]i

{

6 = min§ u_, min
1<i<m

A

i

A

8
La, <0}

—a.
i

u —g.

{ ;

, min =
1<i<m a .
s
A

a, >0}

N

J

1i) a basic variable X ; decreasgs
to O (in this case a,s <0)

111) a basic variable X;
increases to reach its upper
bound ¥; (in ths case

er>0)

For all i such that a, >0, then x i Increases
when x decreasess of the value 6. It follows
X, =8; — (_0) <u, © absu, —g,

Then 6 < min

1<i<m

{u

Ji

& 0L

a,

A

i

a :c_zl.s>0}

Ui =8

a.

A




Step 2.2: Selecting the leaving variable

The decrease 6 of the entering
variable x, 1s stop by the first of
the following three situations

happening:

1) x, reduces to

1i) a basic variable X ; decreasgs

Let g, =bl, — Z a;x;

jeJB

Value of the

basic variables

x]i

: . 8
@ =minqu ,mny=—:a, <0
1<i<m —a .
A

A

u. —g. -
0 Ji !
, min = ra, >0
1<i<m a .
s

N

vV~

to O (in this case a,s <0)

111) a basic variable X;

increases to reach its upper

bound ¥; (in ths case

er>0)

6 6 = u_, then the set of basic Variables\
1s not modified, and the same basis is
used at the next iteration.

the variable x_ remains non basic

but its value 1s modified from u_ to O.

@0 to step 1.

/




Step 2.2: Selecting the leaving variable

The decrease 6 of the entering
variable x, 1s stop by the first of

Value of the

basic variables

x]i

Let g, =bl, — Z a;x;

jeJB

the following three situations
happening:

1) x, reduces to

, min

1<i<m I<i<m

g —
——:a, <0
_ais

A

u, =8, -
= ca, >0
ais

0 = min{us , min

vV~

1i) a basic variable X ; decreases
to O (in this case a,s <0)

111) a basic variable X;
increases to reach its upper

bound ¥; (in ths case

~

= —— = min

1<i<m

{i—g < 0},
—a,

then the value on the entretring variable x

ars >0 Osxh:gl_ﬁls(_e)sujl
bSXerg —c_zrs(—H)Sujr
0<x;, =g —a_ms(—H)Sujm

is reduced by 6 (i.e., x, < u, —0).
The entering variable x, becomes a basic

variable replacing the leaving variable x,

becoming a non basic variable equal to 0

/

\PIVO'[ ona, , and go tostep 1.




Step 2.2: Selecting the leaving variable

. _ _ Value of the
. The. decregse 0 of the ente.rmg Let g =b — Z a,x, | basic yariables
variable x, 1s stop by the first of ' B Xj;
the following three situations " o
happening: 6 = min{us ,min{_g" a < 0},min{ g > 0} -
. 1<i<m —a . 1<i<m a .
1) x, reduces to O ’ "

1i) a basic variable X ; decreases
to O (in this case a,s <0)

111) a basic variable X;

increases to reach its upper U, — C |u, -8 —
pp /Ifé?: i 8, :{n_m{ i 8, :aiAY>0}, \
bound #; (in ths case n L4

then the value on the entretring variable x

arn>0) 0<x, =g —ay(-0)<u is reduced by 6 (i.e., x. « u_—6).
. 1 N
The entering variable x, becomes a basic

63 x. =g —a. (-0)<u. ) ) . :
T8, (-0)=<u,, variable replacing the leaving variable x;

becoming a non basic variable equal to u;

X, =u,—6>0 \Pivotonajs,andgoto step 1. /
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