Lecture 7 - scribbles

Tuesday, September 24, 2019 14:26
L 1
[ITAN 4 Swﬁtoﬂ

i‘d_% ] Qs iz tegressen
A duchen

Loant o Gaann ()«’inha@& hel =

=10 — \ouf% last fiwbin

x e A 70, 1. e fsillidss
% '\'ﬁi\%MV =~ regwsn
O play)=ply) plx)
= plzl (
A Y
canthon
I - N
807\2/‘@4% @sze&we (m Contart — mdd pl1) a5 well)
4 &ﬁ‘)%f@:t\fﬂ) P
" Condihnsd fus‘mc}ﬁo”) — orly predads Flﬂh' )
1 o Ui’o'w‘ﬂldpafigj\ 7%&% Ca&d [(dbdu;ﬂhqﬁu))
Wd'm Condhhnd] I “&‘Mj Lo
vt e (o1, 4) (ol pofula) mole] e 2 X —>
Qé j) QO._"S ) (@/@MC‘ dlg,,\w‘,%&m @B\x)y
MLE yax. codiiad
Wethesth
More =4 MP‘"‘&“ Qss asam?%'m;
<7 logs vust
& {ueddin Mot rdoust

Lingmn veqessdn 3 Geive fmehi wih ardibild  agpeosth o (®qressen [ \/em>

Q[g\l 5 7(9) = 4
ra«mdb\ we\k

IFT6269 Page 1

Nf_g\<w_)vc7) o°>

W'z

L)
M[’.I, 1}1,0-")

’xe\{kd



oquodoaly Vo= IXiwEp v €1l i)

b
Eaﬁ&)@; we @ ue. [‘%ﬁ‘ NHW‘? z %w’;(l.
- ~ d-\

6. X< (’I_ D\ 1 ”l\c_e \ﬂ\
L tomshal (Fzm‘\ bz /GS“-‘_&,‘,’)

Pus <o,z o< <Wia, F v

o Cleeek (‘1\,9;\);2 Wi uhetaen
Yoo NG 02)
Condbwia) Gl f V":&nn | X >O7f* ?K Q(‘it,??)

V\J‘ac(;n(a,f_cg,;[
{ = 2 - "'w:[‘*:z-—— 0_3
oyl v) =2 lasmdesP = Lighor)

E}u\aﬁ MA-  SRW, c% — o o&izwday o*=0

0"0"‘4

|54

d o g -J

va =22 e

d -2 +1 b s swik

d=2 x>  z? c ¥ 9;3; ne} cc:ccue
m‘itk@’?)

Ny

e
“dosgn pay! X A =3 y g,
nsd . :
ey

JTnT Yn

IFT6269 Page 2



X = —f‘)w e )RM ] U -X{J \::-‘ % (k};~wT?:3Q
=1

Lo
cv.;Iuo
Can feomn 903 Q(-\BM (Y) l T&nﬁm [a")
doabn
ML = iy I o) 7 gl b o
gy Iy~ w] cofei W
%me‘k“c wuj/w
s
Be”o\ - YLO éy\) wo
Vil ™ 4
X1 luon g X
Au*
WMLE O’Hr'wn “3 XW)I ‘\Qst}r ﬁTWS”
velth (rechar
{
wgzbﬂl" Lot Y, =0 T ( LoTAw>

Q B—Xw) - J O ‘:’!""1_ = [AA)w
%w(l\g\\ N'Qg‘r)(w + WX u)>:-o
Y < O‘ij 2 2Xx w =0

Q) -'SS XX & IAMWQ) fron hoe Uagio, <olihin

— XTX 7 dxd

tank (%) =fank (Y>
< r"'m{dm_g
<I¢ uiverh

<7 24

e 8 Xid= X (7 g

IFT6269 Page 3



on uma spzuuﬁx (el onain?

1% n<d W{é‘n dimvonoond, 3 fhor XX & nd Ferhidh
doke Ngme -

b) whit 3§ MY B m‘rm&nhw?
oy o st )= Xj & a ML «stmr

ﬂaore*—PeMdil
(o). chsp ko) X7 e
Y XTY\oJ = Th D ey
whn X &rﬂ’
fonlC

oo = prub-uions (o il quraredlly Sibb
méfadﬁbwkjggﬁ%g o gb Tmiln et
%ﬁms [ on ke mtioaicd from wﬁogm) axoc.aw,mtx

Suppot R gt prier P(@ ‘\)(U"O CIJ:l s et

Qo-(g ‘)oﬁmfa' :’fj{){b \dda )= 003 PB{AY@) + onelw) <+ c&lv
=~1 |l ~><wl)f'3s-@4~(o’) 5%1 Yuh® +ch

AP oo

o e "*ﬂ%’ ‘r’\\‘\(e/—sf—->

B dr
redbs L o caw:??n 0
.@MV} evar
%(} © b\-émﬁf?

< L T

— Al B

L:Qk:_,j;/wm\%& g b Y
5 b

N ~
) w,,m; = [T T) ng Yo VMM S aon

IFT6269 Page 4



¢ note about sigma”2 being a global max

(aside: showing that the sigma”2 above is the global max is subtle because the objective is not concave in sigma”2. |
give more info here for your curiosity, but it is not required for the assignment.)

o Formally, to find a global max of a *differentiable objective*, you need to check all stationary points (zero
gradient points), as well as the values at the boundary of the domain.

Thus here, you would need to show that the objective cannot take higher value anywhere at the boundary of the
domain (which is the case here (exercise!), as the objective goes to -infinity at the boundary), so you are done
(this is the only possible global optimum -- a maximum here, as it should be, given that there are no other
stationary points and all values are lower at the boundary, but one could also explicitly check the Hessian to see
that it is strictly negative definite at the stationary point, i.e. it looks like a local maximum).

Note that we will see later in the class that the Gaussian is in the exponential family, with a log-concave likelihood
in the right ("natural") parameterization, and thus using the invariance principle of the MLE, we could also easily
deduce the MLE in the "moment" parameterization which is the usual (mu,sigma”2) one, without having to worry
about local optima...

o for a cute counter-example illustrating that a differentiable function could have only one stationary point which is
a local min but *not a global min* (and thus why one need to look at the values at the boundary), see:
= https://en.wikipedia.org/wiki/Maxima and minima#Functions of more than one variable
= e

flay) ="+’ (1-2)’, =yeR,
shows. Its only critical point is at (0,0), which is a local minimum with f(0,0) = 0. However,
it cannot be a global one, because f(2,3) = -5.

(see picture of function here)
(and note that the "Mountain pass theorem" which basically says that if you have a strict local optimum
with another point somewhere with the same value, then there must be a saddle point somewhere (a
"mountain pass") i.e. another stationary point, does not hold for this counter-example as one of the
required regularity condition, the "Palais-Smale compactness condition" fails. Here, the saddle point
(which should intuitively exist) "happens at infinity", which is why it only has one stationary point
despite (0,0) not being a global minimum)

= the moral of the story: intuitions for multivariate optimization are often misleading! (this counter-example
would not work in 1d because of Rolle's theorem)
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